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Abstract—Commonsense question answering (CQA) generally
means that the machine uses its mastered commonsense to answer
questions without relevant background material, which is a chal-
lenging task in natural language processing. Existing methods focus
on retrieving relevant subgraphs from knowledge graphs based
on key entities and designing complex graph neural networks to
perform reasoning over the subgraphs. However, they have the fol-
lowing problems: i) the nested entities in key entities lead to the in-
troduction of irrelevant knowledge; ii) the QA context is not well in-
tegrated with the subgraphs; and iii) insufficient context knowledge
hinders subgraph nodes understanding. In this paper, we present
a heterogeneous-graph reasoning with context paraphrase method
(HCP), which introduces the paraphrase knowledge from the dic-
tionary into key entity recognition and subgraphs construction, and
effectively fuses QA context and subgraphs during the encoding
phase of the pre-trained language model (PTLM). Specifically, HCP
filters the nested entities through the dictionary’s vocabulary and
constructs the Heterogeneous Path-Paraphrase (HPP) graph by
connecting the paraphrase descriptions1 with the key entity nodes
in the subgraphs. Then, by constructing the visible matrices in the
PTLM encoding phase, we fuse the QA context representation into
the HPP graph. Finally, to get the answer, we perform reasoning
on the HPP graph by Mask Self-Attention. Experimental results on
CommonsenseQA and OpenBookQA show that fusing QA context
with HPP graph in the encoding stage and enhancing the HPP
graph representation by using context paraphrase can improve the
machine’s commonsense reasoning ability.

Index Terms—Natural language processing, heterogeneous
graph, knowledge enhancement, question answering.

I. INTRODUCTION

OVER the past few years, with the advent of large-scale
pre-trained language models (PTLMs) [1], [2], [3], [4],

Question Answering (QA) tasks have remarkably progressed,
surpassing human levels on multiple QA tasks. However, the
PTLMs still have a substantial gap with humans in QA tasks that
require commonsense knowledge despite achieving good results
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in some tasks. Humans can use their commonsense knowledge
in temporal, science, and society to help them understand the
meaning of natural language according to practical situations.
For example, if you ask: “Where would you expect to find
a pizzeria while shopping?”, then we know that a “pizzeria”
can make “pizza”, and “pizza” is a food. Therefore, inferring
that you can “find a pizzeria” in a “food court” is easy. This
simple reasoning ability may seem easy to human beings but is
beyond the current capacity of natural language understanding
systems.

Commonsense is the common daily consensus of most people
on the same thing, which is the basis of daily human communica-
tion and cooperation. Commonsense can be categorized accord-
ing to types, including social, temporal, physical commonsense,
and so on. Several CQA datasets have recently been built on
the basis of different types of commonsense. For example, So-
cialQA [5], MCTA-CO [6], PIQA [7], and CommonsenseQA [8]
are respectively proposed for social commonsense, temporal
commonsense, physical commonsense, and general common-
sense.

PTLMs also capture general knowledge about the world.
However, the representation of knowledge in PTLMs remains
unclear, and even the knowledge in PTLMs may be noise for
specific questions, affecting the machine’s response. Abundant
commonsense knowledge is stored in Knowledge Graphs (KGs),
such as Freebase [9], ATOMIC [10] and ConceptNet [11] et al.
Machine can use these KGs to make sound judgments, and KGs
can also provide explicit and explanatory evidence. Therefore,
the existing methods introduce KGs when solving CQA tasks to
improve the commonsense reasoning capability of machine, in-
cluding knowledge-aware graph network [12], multi-hop graph
relation network [13], QA-GNN [14] and JointLK [15]. The
general steps of these methods include: (i) recognize key entities
in QA context by entity recognition tools or other methods;
(ii) extract knowledge paths and construct subgraphs based on
key entities; (iii) design reasoning modules based on graph
neural networks (GNNs) [16] and reason answers on subgraphs.
Therefore, the recognize key entities are particularly important,
which determine the quality and size of the subgraphs.

However, the key entities recognition by the previous meth-
ods [12], [13], [14], [15] contain some nested entities. An
example is shown in Fig. 1, the “empire state building”, “fifth
avenue” and “new york city” are noun phrases that should be
considered as a whole and do not need to be split into subwords.
When retrieving knowledge paths in KG, subwords such as
“empire”, “building” introduce paths that are weakly associated
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Fig. 1. An example from the CommonsenseQA dataset, where nested entities
exist in both question and choices.

with the QA context (e.g. “empire
isa−−→ political entity

isa−−→ city”,

“building
relatedto−−−−−−→ deli

atlocation−−−−−−→ new york”, etc.), and these
paths may lead to biased machine reasoning. Meanwhile, the
machine lacks the understanding of the entity context. In Fig. 1,
“empire state building” means “a skyscraper built in new york
city in 1931” and “new york city” means “the largest city in new
york state and in the United States”. Combined with these com-
monsense knowledge, the answer “E” can be easily obtained.
However, the machine is difficult to get the right answer due
to the lack of commonsense knowledge. Moreover, the existing
methods [14], [15] only interact with the QA context and the
subgraphs at a relatively shallow level in the reasoning process,
which cannot well incorporate QA context into subgraphs nodes,
and may lead to some bias in the reasoning process.

In order to address the above problems, we propose a
heterogeneous-graph reasoning with context paraphrase method
(HCP). Given the QA context consisting of a question and
multiple choices, we first recognize the candidate entities using
KeyBert [17], and further filter the candidate entities using
WordNet [18] and Wiktionary2 to obtain the key entities. Mean-
while, we retrieve the paths within k hops in ConceptNet [11]
based on the key entities, and retrieve the paraphrases of the
key entities in WordNet and Wiktionary. Based on this, we con-
struct a heterogeneous graph based on the relationship between
the paths and paraphrases, which is named as Heterogeneous
Path-Paraphrase (HPP) graph. Then, we construct two visible
matrices to introduce contextual information of the QA context
into the HPP graph, and to limit the impact of external knowledge
on the QA context. Finally, we feed the paraphrases, QA context,
paths and visible matrices into the PTLM to encode the HPP
graph and perform reasoning on the HPP graph by a Mask
Multi-head Self-Attention (MMSA).

The main contributions of this paper are as follows:

2[Online]. Available: https://www.wiktionary.org/

1) We introduce WordNet and Wiktionary to filter nested
entities and reduce the irrelevant entities, thus realizing
pruning of knowledge paths. Meanwhile, we incorporate
the paraphrased descriptions from the two dictionaries into
the construction process of HPP graph.

2) We fuse QA context representation into the HPP graph
through two visible matrices during the PTLM’s encoding
phase.

3) We also evaluate our method on multiple CQA datasets,
and prove the effectiveness of the proposed method
through a series of ablation experiments and case studies.

II. RELATED STUDIES

Currently, existing methotds combine PTLMs and structured
KGs for commonsense reasoning, providing explicit evidence
while improving commonsense reasoning and answering per-
formance. KagNet [12] retrieves the relationship paths between
the question and choice entities from ConceptNet [11] and
models the relationship between the entity nodes through Graph
convolutional networks (GCNs) [19] and LSTMs. MHGRN [13]
unifies the reasoning methods based on paths and GNNs to
achieve improved interpretability and scalability. QA-GNN [14]
uses PTLM to compute the relevance of KG nodes conditioned
on the given QA context, then joint reasoning over the QA
context and KG. JointLK [15] performs joint reasoning between
PTLM and RGAT [20] through a dense bidirectional attention
and designs a dynamic pruning module to remove irrelevant
nodes. ACP [21] obtains the AMR graph by performing Abstract
Meaning Representation (AMR) on the questions, and integrates
the AMR graph with the subgraphs retrieved from KG to obtain
the ACP graph, which is then used to explain the reasoning path.
Above methods extract subgraphs in KGs based on key entities,
but these key entities contain some nested entities. The nested
entities may introduce some noisy knowledge in the knowledge
retrieval process and affect the reasoning effect of the machine.

Although the KGs are rich in structured knowledge, they
lack contextual semantic information. Therefore, [22], [23],
[24] improve the commonsense reasoning ability of machines
by integrating knowledge from multiple knowledge sources.
Inspired by the Xu et al. [24], We introduce Wiktionary and
WordNet into key entity recognition to filter nested entities and
realize pruning of knowledge paths. Meanwhile, we explicitly
view the paraphrase descriptions as additional nodes (paraphrase
nodes) and connect them to the key entities in the HPP graph.

III. METHOD

In this section, we introduce the specific details of the HCP
method. As shown in Fig. 2, HCP consists of five parts: 1) key
entities recognition module, 2) HPP graph construction module,
3) PTLM based encoding module, 4) MMSA based reasoning
module, and 5) answer prediction module.

A. Task Definition

For a commonsense question answering task, given a ques-
tion and multiple choices A = {a1, a2, ..., ap}, the machine
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Fig. 2. The Overall Architecture, the paraphrase knowledge is introduced into key entities recognition and HPP graph construction.

needs to choose the correct answer from A without background
material. Therefore, the external knowledge bases (KBs) can
provide some useful information for commonsense question
answering. In this work, we retrieve knowledge paths from
ConceptNet based on key entities, retrieve paraphrases of key
entities from WordNet and Wiktionary, and construct the HPP
graph g = (V, S) based on knowledge paths and paraphrases.
Here V is the set of entity nodes and paraphrase nodes, and S
is the set of edges between nodes. We need to retrieve relevant
knowledge in multiple KBs to construct a HPP graph based on
key entities. Therefore, our method starts from a key entities
recognition module.

B. Key Entities Recognition

In the process of answering commonsense questions, we need
to retrieve knowledge paths from ConceptNet based on key
entities. The key entities determine the quality of the knowledge
paths. As shown in Fig. 2, we first recognize the key entities in the
QA context. Specifically, we replace the interrogative word in the
question with the choice to get the Query (e.g. given a question
“The kids didn’t clean up after they had done what?” and choice
“play with toys”, it is converted to “The kids didn’t clean up after
they had done play with toys.”). Then, we use the KeyBERT [17]
to recognize the candidate entities E = {e1, e2, . . ., em} in the
Query, and filter the candidate entities through Wiktionary and
Wordnet’s vocabulary to get the key entities. For a candidate
entity ei, if the length of ei is greater than 1 and ei can be
retrieved in vocabulary, we remove the subwords that make up
ei in the candidate entities E. Meanwhile, we remove the stop
words in the candidate entities. Finally, we obtain the key entities
Ẽ = {ẽ1, ẽ2, . . .ẽn}, n ≤ m, where n,m denotes the number of
key entities and candidate entities.

C. HPP Graph Construction

ConceptNet is a large-scale knowledge graph of common-
sense comprising relationship-based knowledge in the form of
triples, with millions of nodes and relationships. Following the
previous study by Yasunaga et al. [14], we retrieve the knowledge
paths within k-hops in ConceptNet based on the question and
choice entities in the key entities. A path includes a question
entity, k relationship descriptions, k-1 correlation entity, and a

choice entity. For the example in Fig. 1, “building
relatedto−−−−−−→

deli
atlocation−−−−−−→ new york” is a 2-hop knowledge path, where

Fig. 3. An example of an HPP graph. For simplicity, we ignore the relation-
ships between entities.

“building” is a question entity, “deli” is a correlation entity,
“new york” is a choice entity, “relatedto” and “atlocation” are
relationship descriptions.

Understanding the meaning of knowledge paths based solely
on the relationship between entities is difficult for the machine.
Therefore, we retrieve paraphrase descriptions of key entities
in WordNet and Wiktionary to further enhance the represen-
tation of key entities. Specifically, if the entity ei is a word,
the paraphrase of ei in WordNet is retrieved according to the
POS tag. Meanwhile, if multiple paraphrases exist, we calcu-
late the similarity between each paraphrase and Query based
on Sentence-BERT [25], and select the one with the greatest
similarity as the paraphrase of ei. Similarly, if ei is a phrase,
we retrieve all the paraphrases of ei in WordNet and select the
paraphrase with the greatest similarity to Query as paraphrase
of ei. Furthermore, if ei does not exist in WordNet, we retrieve it
in Wiktionary. Finally, if ei does not exist in WordNet and Wik-
tionary, we retrieve the paraphrase of the basic word (select POS
tag as noun, proper noun, verb, and adjective in that order) for ei.
After getting the knowledge paths and paraphrase descriptions,
we construct the HPP graph based on the relationship between
them. The construction of HPP graph is further described below.

The Fig. 3 gives an example of the HPP graph. The HPP graph
consists of the relationship between the knowledge paths and the
paraphrase descriptions, including question entity nodes, choice
entity nodes, correlation entity nodes, and paraphrase nodes. The
following rules are used in the construction of the HPP graph.
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Fig. 4. In our method, the paraphrase descriptions are connected as additional nodes to the key entities nodes in the HPP graph, and the QA context representation
is fused with the HPP graph in the PTLM’s encoding phase.

1) the question entity nodes, correlation entity nodes and
choice entity nodes in the same path are successively
connected, e.g.,“area”, “city” and “new york city” in Fig. 3
denote question entity, correlation entity and choice entity
respectively, which are connected successively;

2) the question entity nodes from the same question are
connected to each other, the choice entity nodes from
the same choice are also connected to each other, e.g.,
“area”, “location”, and “empire state building” in Fig. 3
are question entities from the same question and they are
connected to each other;

3) the question entity nodes and choice entity nodes are
connected to their corresponding paraphrases nodes, e.g.,
entities such as “area” and “new york city” in Fig. 3
are connected to their corresponding paraphrase entities,
respectively.

D. PTLM Based Encoding

After retrieving the knowledge paths and key entity para-
phrases. As shown in Fig. 4, we construct two visible matrices
and use the RoBERTa to encode the QA context, paths and
key entity paraphrases. The construction of visible matrices and
token encoding is further described below.

Visible matrices construction: We fuse QA context represen-
tation and HPP graph representation by visible matrices in the
PTLM’s encoding phase. Meanwhile, the visible matrices can
weaken the influence between non-associated tokens in the en-
coding phase. Inspired by Liu et al. [26], we further construct the
QA-paths visible matrix M̂ based on the relationship between
QA context and knowledge paths. M̂ i,j = 1 means that two
tokens are visible to each other and M̂ i,j = 0 means that they
are not visible. We define the following rules to construct M̂ .

1) the tokens in the QA context are visible to each other;
2) the question entity qe and choice entity ce are extracted

from the QA context, and they can see themselves and the
tokens in the corresponding positions of the QA context.

3) the correlation entity ae and relationship description re

can only be seen by themselves.

Similarly, we also construct the visible paraphrase matrix M̃
to prevent different paraphrases from influencing each other and
changing the meaning of paraphrases. In the M̃ , the tokens from
the same paraphrase are visible to each other.

Token embedding: The visible matrices are incorporated into
the RoBERTa model, which not only fuses the QA context with
the HPP graph, but also prevents changing the meaning of the
other non-associated tokens or even entire QA context due to
paths.

In the RoBERTa, any of the visible matrices M is further
defined as:

M̄ i,j =

{−104 M i,j = 1
0 M i,j = 0

. (1)

We incorporate M̄ i,j into the RoBERETa by MMSA. MMSA
is defined as:

si,j =
QtK

T
t√

d
, (2)

aij = Softmax(sij + M̄ i,j), (3)

ht+1 = aijV t. (4)

The ht is the hidden state of RoBERTa at t layer. Qt, Kt and
V t are obtained by linear transformation of ht through three
different fully connected layers, aij is the attention weight after
integrating M̄ i,j , d is the size of RoBERTa hidden states.

We concatenate the QA context C and the paths T, which are
fed into the pre-trained RoBERTa model along with the QA-
paths matrix M̂ . The representations C = {c1, c2, . . ., cl} ∈
Rl×d and T = {t1, t2, . . ., tw} ∈ Rw×d are obtained, where l,
w are lengths of QA context and paths.

Ĥ = RoBERTa = ([C;T],M̂ ). (5)

Similarly, we feed the paraphrases P and visible matrix
M̃ into the RoBERTa model to obtain representation P =
{p1,p2, . . .,pb} ∈ Rb×d, where b is lengths of paraphrases.

H̃ = RoBERTa([P],M̃ ). (6)
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E. MMSA Based Reasoning

After encoding the QA context C, paths T and paraphrases P,
the remaining challenge is to encode the HPP graph and perform
reasoning based on the HPP graph.

Encoding HPP graph: Given a graph structure, it is first
necessary to obtain an initial representation of each node in the
graph. In Section III-D, we obtain the tokens embedding of QA
context, paths, and paraphrases. For each node v in the graph,
v = {vi, vi+1, ..., vk} is a certain segment of the path tokens
or paraphrase tokens, and the node representation is obtained
through the average pooling method.

u = AvergePooling([vi, vi+1, ..., vk]). (7)

During the reasoning process, we should consider the relation-
ship between two nodes. Therefore, we obtain the embeddingur

of the relation description by averaging pooling and concatenate
ur with its next node embedding uv by

urv = f(ur,uv). (8)

where f : R2d → Rd is a 1-layer MLP.
Reasoning: Attention can capture the strength of the associa-

tion between two nodes. Inspired by the works of Shao et al. [27],
we use the MMSA to replace GNNs to perform reasoning on the
HPP graph.

Specifically, For the j-th layer MMSA, we obtain the query,
value, and key vectors Qj , Kj and V j by

Qj = fq
j (ũj−1), (9)

Kj = fk
j (ũj−1), (10)

V j = fv
j (ũj−1), (11)

where fq
j : Rd → Rd, fk

j : Rd → Rd and fv
j : Rd → Rd are

linear transformations, ũj−1 is the nodes embedding represen-
tation at the (j-1)-th layer of the HPP graph. For brevity, we
formulate the entire computation in the j-th layer as:

ũj = σ(MMSA(Qj ,Kj ,V j)). (12)

where ũj is the nodes embedding of j-th layer, σ is a LayerNorm
layer.

We use the N-layer MMSA to update the node representation
in the HTP graph and get the embedding g̃ of the HPP graph by

g̃ = MaxPooling([ũq]). (13)

where ũq is the embedding representation of all question entity
nodes in the HPP graph.

F. Answer Prediction

We obtain the QA context representation c̃ by averge pooling
and concatenate c̃ and HPP graph embedding g̃, then feed them
into a linear classifier to the answer score. The formula is as
follows:

s = Linear([c̃; g̃]). (14)

TABLE I
STATISTICS OF COMMONSENSEQA, OPENBOOKQA, HELLASWAG, AND

SOCIAL IQA

IV. EXPERIMENT

A. Datasets

We evaluate our method using CommonsenseQA [8] and
OpenBookQA [28] as the primary datasets, and adopt Hel-
laSWAG [42] and SOCIAL IQa [5] as secondary datasets.

CommonsenseQA is a commonsense question answering
dataset with 12,102 multiple-choice questions, requires different
types of commonsense knowledge to get the correct answer.
Each question contains one correct choice and four interfer-
ence choices. Since the answers of the official test set are not
published, we can only submit the leaderboard once every two
weeks. Therefore, we follow the work of Lin et al. [13] and
split CommonsenseQA into in-house dataset (IHdata), where
the training set is divided into IHtrain and IHtest, and the dev
set is divided into IHdev.

OpenBookQA is a question answering dataset based on an
open book exam that evaluates human understanding of a topic,
and each question must be answered in combination with scien-
tific facts or commonsense knowledge. OpenBookQA contains
5,957 multiple-choice questions, each question contains one
correct choice and three interference choices.

HellaSWAG is a question answering dataset designed to assess
general language understanding. It consists of 59,950 multiple-
choice questions, each with answers that are anomalous or
unusual without a thorough understanding of the context.

SOCIAL IQa is a question answering dataset designed for
commonsense reasoning in social situations. It comprises 37,588
multiple-choice questions that cover social emotions and wis-
dom in everyday scenarios.

The statistics for the datasets are shown in Table I.

B. Experimental Setting

We use RoBERTa-large [2] as the encoder and use Adam [29]
as the model optimizer. In the data processing, for each data, we
extract 80 paths within 2 hops from ConcetNet. In training, we
set the learning rate to 1e-5, batch size to 8, epoch to 5, and
number of layers (N = 4) of MMSA. Each model is trained
using GPU (Tesla P100), which takes 6 hours on average.

C. Compared Method

We use RoBERTa-large to fine-tune our model on Com-
monsenseQA and OpenBookQA, and compare with exist-
ing RoBERTa-large+KBs methods, including relation network
(RN) [30], RGCN [31], GconAttn [32], KagNet [12], MH-
GRN [13], QA-GNN [14], JointLK [15] and GREASELM [33].
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TABLE II
PERFORMANCE COMPARISON ON COMMONSENSEQA IN-HOUSE SPLIT, WE USE

ROBERTA-LARGE TO FINE-TUNE DEKCOR

TABLE III
PERFORMANCE COMPARISON ON COMMONSENSEQA OFFICIAL LEADERBOARD

Although DEKCOR [24] also uses ConceptNet and Wiktionary,
it uses ALBERT-xxlarge [3] as an encoder. For fair comparison,
we retrain the DEKCOR on the IHdata using RoBERTa-large. In
addition, to further validate the generalizability of HCP, we con-
duct secondary experiments on HellaSWAG and SOCIAL IQa.
We also perform experiments on ALBERT-xx-large, T5-large
and LLama2-7B3 [43].

D. Main Results

We evaluate our method on CommonsenseQA and Open-
BookQA. The specific experimental results are as follows.

CommonsenseQA: Tables II and III show the experimental
results on IHdata and the official test set. We can see that the
HCP achieves the best performance compared to other methods.
Compared to Fine-tuned LMs, HCP improves by 6.31% and
6.24% in IHdev and IHtest. Meanwhile, HCP’s performance on
IHdata is improved by 1.5% and 0.5% over the best baseline
model JointLK. Moreover, HCP’s performance is 0.42% better
than JointLK in the official leaderboard.

OpenBookQA: Additional experiments on the OpenBookQA
dataset are conducted to further demonstrate the effectiveness of
the proposed method. Table IV shows that HCP increases 1.12%
higher than the RoBERTa + JointLK model and AristoRoBERTa
+ JointLK increases 0.88%. Table V shows the accuracy on the

3Due to the large number of parameters in Llama2, we perform lightweight
fine-tuning on it based on LoRa.

TABLE IV
PERFORMANCE COMPARISON ON THE TEST SET OF OPENBOOKQA

TABLE V
PERFORMANCE COMPARISON ON OPENBOOKQA OFFICIAL LEADERBOARD

TABLE VI
IN DIFFERENT PTLMS, HCP’S PERFORMANCE ON THE IHDEV SET AND

IHTEST SET OF COMMONSENSE (CSQA), AND THE TEST SET OF OPENBOOKQA

(OBQA)

official leaderboard of OpenBookQA, our method achieves good
performance in the OpenBookQA leaderboard.

To further validate the generalizability of HCP, we report
HCP’s performance on different PTLMs and other CQA datasets
in Tables VI and VII. As can be seen from the tables, HCP
basically brings performance improvement on different PTLMs
and other CQA datasets, which proves the good generalizability
of our proposed method.

V. ANALYSIS

A. Ablation Study

To further evaluate our method, we conduct ablation ex-
periments on the official dev sets of CommonsenseQA and
OpenBookQA to evaluate the contribution of each module to
our method. Including:
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TABLE VII
IN DIFFERENT PTLMS, HCP’S PERFORMANCE ON THE DEV SETS OF

HELLASWAG AND SOCIAL IQA

TABLE VIII
ABLATION RESULTS ON THE COMMONSENSEQA AND OPENBOOKQA OFFICIAL

DEV SET

1) -PE: The WordNet and Wiktionary are not introduced
to process nested entities and use candidate entities to
retrieve knowledge paths.

2) -PN: The paraphrase nodes in HPP graph are removed;
3) -VM: The tokens of knowledge paths and QA contexts are

mutually visible;
4) -QP: The QA context and key entities in the knowledge

path are not visible;
5) -HPP: The HPP graph is removed and only fine-tune on

RoBERTa.
Table VIII shows the results of the ablation experiments on

CommonsenseQA and OpenBookQA. On CommonsenseQA, if
the dictionaries is not introduced to handle nested entities, the
model (-PE) performance decreases by 1.95%. This indicates
that nested entities introduce some irrelevant paths, such as

“empire
isa−−→ political entity

isa−−→ city”, “building
relatedto−−−−−−→

deli
atlocation−−−−−−→ new york” in Fig. 1, which affect the model’s

reasoning performance. When we remove the paraphrase nodes
from the HPP graph, the model (-PN) results decreased by 1.4%.
This is because paraphrases contain further explanations and
descriptions of key entities, which can help the model to better
understand the knowledge paths, and even some paraphrases
can directly establish the relationship with the correct choice.
For example, the paraphrase of “empire state building” in Fig. 1
is “a skyscraper built in new york city in 1931...”, which directly
establishes a relationship with the correct choice “new york
city”, thus aiding the model in making correct judgments to
some extent. When we remove the visible matrice between the
QA context and the HPP graph, the QA context and the entities
contained in the HPP graph become visible to each other. At this
point, the model (-VM) performance decreases by 3.53%, which
is due to the fact that the HPP graph contains a large number
of entities that may change the original semantics of the QA
context, leading to biased model reasoning.

TABLE IX
STATISTICS ON NESTED ENTITIES IN COMMONSENSEQA AND OPENBOOKQA

TABLE X
PERFORMANCE COMPARISON OF CONTAINING NESTED ENTITIES DATA ON

COMMONSENSE (CSQA) AND OPENBOOKQA (OBQA)

Our method establishes associations between key entities in
the HPP graph and the QA context through self-attention of
the PTLM, thereby achieving deep integration of QA context
and knowledge. When we set the key entities to be invisible to
the corresponding tokens in the QA context, the model (-QP)
performance decreases by 3.28%, which indicates that fusing
the QA context with the HPP graph during the encoding process
of PTLM is effective. The model (-HPP) performance decreased
by 4.35% after removing the HPP graph, proving that the KBs
can provide some useful clues to commonsense questions and
improve the machine’s reasoning performance. Similarly, the
model performance decreases after removing each module on
OpenBookQA.

B. Case Study

Nested Entity Study: We report the frequency of nested entities
in CommonsenseQA and OpenBookQA as shown in Table IX.
Nested entities exist in 76.3% and 46.1% of the data in both
datasets. For nested entities, we should consider them as a
whole, which is more consistent with the semantic meaning of
the question. Meanwhile, the introduction of some irrelevant
paths can be reduced when retrieving knowledge paths, thus
enabling pruning of HPP graph. We train the HCP using data
from CommonsenseQA and OpenBookQA that contain nested
entities. It is worth noting that while some of the data contain
nested entities, these entities do not retrieve any knowledge from
the ConceptNet, and we therefore exclude these data.4 Table X
gives the HCP experimental results on CommonsenseQA and
OpenBookQA. We can see that adding the handling of nested
entities can greatly improve the model performance.

Fig. 5 further shows the impact of nested entities on knowl-
edge paths retrieval. The first example in Fig. 5 inquires about
for “the location of empire state building”, and “empire state
building” is a skyscraper, which is a building. When we retrieve
knowledge paths based on candidate entities without processing
nested entities, the “empire state building” and “new york city”
are cut into multiple subwords. Retrieving paths by these sub-
words will introduce entities that are less relevant to the question,

4The Commonsense and OpenBookQA participate in training and testing with
data of 4,926/632 and 1,038/117/139, respectively.
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Fig. 5. Knowledge paths retrieval. We prune the paths by incorporating WordNet and Wiktionary, and provide paraphrase descriptions for some entities.

such as “political entity”, “deli”, “human”, etc. Moreover, the
meaning of some subwords is not very relevant to the whole
entity. For example, “empire” means “the right or territory of
a sovereign”, which is irrelevant to “empire state building”.
These entities and subwords that are weakly associated with
the question semantic can introduce some irrelevant knowledge
paths and lead to bias in the model reasoning process. When we
introduce WordNet and Wiktionary to process the nested entities,
“empire state building” and “new york city” are considered as a
whole without splitting, so that we can reduce the introduction
of some irrelevant paths when retrieving knowledge paths, and
thus indirectly achieve pruning of HPP graph.

At the same time, we noticed that in some data, filtering
nested entity subwords through dictionaries may result in losing
some key paths; however, the noise paths introduced by these
subwords far exceed the number of key paths. Taking the sec-
ond example, the subword “road” in “toll road” can find the
knowledge path related to the answer “B”, but it also introduces
more noisy entities, such as “car”, “zil lane”, “telford” and so on.
Additionally, in most cases, key paths can be obtained through
nested entities, so filtering subwords of nested entities through
dictionaries is feasible and can reduce the introduction of noisy
knowledge.

We further consider the paraphrase descriptions of key entities
as paraphrase nodes and connect them to key entities, which
can guide the model’s reasoning. For example, in the second
example, all the baseline models predict the answer as “E”.
We analyze and find that choices “B” and “E” have similar
knowledge paths, making it difficult for the model to decide
between the two. However, through the paraphrase descriptions,
we can ascertain that “maine” and “new hampshire” are both
“states within the new England region of the United States”. By
incorporating paraphrase descriptions, our method yields the
correct answer.

In addition, we also found some data that although contain
nested entities, these entities cannot retrieve any knowledge in
ConceptNet. Therefore, in such cases, we still use the subwords
of the nested entities for retrieval. For example, in the third
example, “water conservation” and “gobi desert” are both nested
entities, but they cannot retrieve any knowledge. Thus, we still
use subwords like “water,” “conservation,” “desert,” etc., for
retrieval to ensure that key paths are not lost.

Fig. 6. Attention visualization graph of example 1, the darker colors indicating
higher attention weights.

Interpretability study: As shown in Table XI, we further
analyse the experimental results of the different ablation models
with some examples.

In the first example, without introducing any external knowl-
edge, the model (-HPP) gets the wrong answer “pocket”. After
the introduction of ConceptNet, each choice retrieves multiple
paths in ConceptNet, and the model could not accurately deter-
mine which choice is most relevant to the question. Therefore,
the model (-PN) get the wrong answer “wallet”. Then, we intro-
duce the paraphrase descriptions from WordNet and Wiktionary.
The model can known that “penny is a coin” and “piggy bank
can store coins” through paraphrase descriptions. Combined
with the question, the model (HCP) can get the correct answer
“piggy bank”. Similarly, in the second example, the model can
know from the paraphrase descriptions that “the period of the
successive appearances of the moon is 29.531 days”, which is
closest “30 days”. Combining the question, the model (HCP)
gives the correct answer “30 days”. Finally, to further analyze
the model, we visualize the process of HCP answering the first
example based on the attention weights between nodes in the
HPP graph during the reasoning process, as shown in Fig. 6.

Fig. 6 shows the results of the visualization of example 1.
Analysis of the two attentional visualizations shows that the

attentional weight of one-hop path “penny
atlocation−−−−−→ piggy bank

Authorized licensed use limited to: Shanxi University. Downloaded on March 22,2025 at 03:25:10 UTC from IEEE Xplore.  Restrictions apply. 



WANG et al.: HETEROGENEOUS-GRAPH REASONING WITH CONTEXT PARAPHRASE FOR COMMONSENSE QUESTION ANSWERING 3767

TABLE XI
EXAMPLES FROM COMMONSENSEQA AND OPENBOOKQA, EACH EXAMPLE

GIVES KNOWLEDGE PATHS AND ENTITY PARAPHRASES EXTRACTED FROM KBS

“ is greater than that of “penny
atlocation−−−−−→ wallet ”. The at-

tention weight of Fig. 6(a) is also significantly higher than

that of Fig. 6(b) in the two-hop paths (e.g. “penny
relatedto−−−−→

coin
atlocation−−−−−→ piggy bank “ and “penny

relatedto−−−−→ coin
atlocation−−−−−→

wallet ”). In addition, we can also explain the HCP’s reasoning
process by analyzing the attention weights among the nodes of
the HPP graph.

In the third example, The “kitten and puppy are cute” is
more general commonsense knowledge. Without considering
the QA context in the reasoning process, the model (-QP) would
easily choose “cute” as the correct answer. Moreover, when too
many knowledge paths are incorporated into the QA context
resulting in changing the meaning of the QA context itself, the
model (-VM) does not answer the question correctly. Therefore,
we incorporate the QA context into the HPP graph through
the visible matrix M̂ in the PTLM’s encoding phrase, so that
the model (HCP) and model (-PN) can pay more attention to

Fig. 7. Attention visualization graph of example 3, the (a) fuses the repre-
sentation of the QA context into the HPP graph, and (b) does not fuse the QA
context. Darker and thicker edges indicate higher attention weights.

the nodes related to the question during the reasoning process
and get the correct answer “one choice for pet”. Similarly, we
visualize example 3 by attention weights as shown in Fig. 7.

C. Error Analysis

We randomly select 100 prediction errors examples and anal-
yse them. As shown in Table XII, there are four main types of
error examples.

Inappropriate paraphrase descriptions: For most key entities,
their paraphrases are not unique. Although we filtrate the entity
paraphrases based on POS tags and QA context, there are still
some entities whose paraphrases are inappropriate. For example,
the question in example 1 is about “Why does Sarah drop
marbles?”, and the paraphrase of “marble” in the current context
should be “a small ball of glass that is used in various games.”,
but the paraphrase extracted by our method is “a sculpture carved
from marble.”, which is obviously inconsistent with the context
of the current question.

Incomprehensible questions: When analyzing the error ex-
amples, we found that our method is difficult to get the correct
answer when the questions are long and the scenes described
are complex and abstract. For example, a “kite flying” scene is
described in example 2 and asks “Where does the kite string
start from?”. We retrieves the corresponding paths and entity
paraphrases in the KBs, but get the wrong answer. The question
seems simple to humans, who can easily model the scene and
associate “the string of the kite” to be in the “human hand”. But
machines lack the ability to understand complex questions and
model complex scenes, which may lead to biased reasoning and
wrong answers.

Indistinguishable knowledge paths: We found that the knowl-
edge paths between many choices in the error examples are
indistinguishable. In some examples, our method predicts an-
swers that also accord with human commonsense. For example,
the question in example 3 is about “If a person is a stranger,
what might you treat him like?”. Our method gives the an-
swer “friend”, while the correct answer for the dataset labeling
is “family”. In the ConceptNet, the corresponding knowledge
paths can be found in both “friend” and “family”. Meanwhile,
both “friend” and “family” seem to accord with human com-
monsense and cognition.
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TABLE XII
ERROR ANALYSIS, WE DIVIDE THE ERROR DATA INTO FOUR CATEGORIES, WHERE �� AND �DENOTE CORRECT ANSWER AND MODEL’S PREDICTED ANSWER,

RESPECTIVELY

Lack of critical knowledge: Although we use multiple KBs,
they still does not cover all the knowledge. For example, ex-
ample 4 mentions “where you might be when you buy pork
chops?”. The choices A and E both retrieve knowledge paths
in ConceptNet, and it is difficult to distinguish which choice is
correct by paraphrase’s description. We can know that the iowa
pork chop is very famous and the iowa pork chop is called “the
pork version of the porterhouse steak” by using knowledge from
the internet. Therefore, the choice E is the most likely correct
answer. However, the ConceptNet, WordNet, and Wiktionary do
not contain this knowledge.

With the above error analysis, we think that introducing higher
quality external knowledge and improving the machine’s ability
to model and understand complex questions are essential to
improve the machine’s commonsense reasoning level.

VI. CONCLUSION

In this paper, we propose a heterogeneous-graph reasoning
with context paraphrase method, which solves the CQA task
by introducing multiple knowledge bases. Our key innovations
include (i) introducing Wiktionary and WordNet into key entities
recognition and HPP graph construction, reducing the irrelevant
knowledge paths and pruning the HPP graph. Meanwhile, the
paraphrase descriptions in Wiktionary and Wordnet provides
context knowledge for HPP graph, which better facilitates the
model to understand the HPP graph; (ii) fusing QA context and

HPP graph in the PTLM’s encoding phase, which achieves more
efficient joint reasoning. Experiments and analyses on multiple
CQA datasets demonstrate the effectiveness and generalisability
of our proposed method. Moreover, our method also has some
limitations, including: (i) the QA context, paths and paraphrases
are encoded using PTLMs, which can consume more GPU
resources; (ii) the entity embedding and paraphrase embedding
are obtained through a simple pooling network, and the implicit
knowledge in PTLMs is not fully utilized; (iii) some entity
paraphrase is not appropriate for the currently given QA context.
In the future, we will use Prompt-learning [44] and Adapter [45]
to learn better entity embedding and paraphrase embedding. At
the same time, we will also adopt more effective paraphrase
extraction method to obtain more appropriate paraphrase de-
scriptions.
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