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ABSTRACT

Extreme learning machine (ELM) as an emergent technology has shown its good performance in
classification applications. However, ELM algorithm needs to find the inversion of matrix in nature,
which will limit its application on many occasions. This paper proposes an ELM speedup algorithm based
on the analysis of ELM algorithm. By applying randomized approximation method, the proposed
algorithm can approximate the key matrix (For example, the kernel matrix in the kernel-based ELM)
with a low-rank matrix. By doing so, the complexity of the inversion can be reduced from O(1%) to
O(kn2 +k ) (n is the size of the data set, and k is the numerical rank of the approximated matrix). On the
premise of not decreasing the accuracy too much, the training time can be cut down substantially, which
has important significance in practical application of machine learning algorithms. The experimental
results on benchmark data sets demonstrate the effectiveness of the proposed algorithm.

Kernel

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid development of machine learning theories in
recent years, various of machine learning algorithms are applied to
many practical problems, and have made great achievements. But
there is a limitation existing in most of the algorithms, that is, due
to the high computation complexity, these algorithms are infea-
sible in many practical problems. Some scholars have made many
efforts to improve the learning efficiency of algorithms, but many
machine learning algorithms are based on eigenvalue decomposi-
tion or matrix inversion, such as PCA, manifold learning, spectral
clustering, and LDA [1-4], or ensembles of these [5]. These
standard algorithms need to compute the eigenvalue decomposi-
tion of a dense n x n matrix with O(n?) time, which is prohibited
on many occasions. So it is of great value to design an effective
machine learning algorithm.

ELM is originally proposed by Huang [6-8] for the single-
hidden layer feedforward neural networks and then extended to
the generalized single-hidden layer feedforward neural networks.
And there also exist many ELM versions [9-12], e.g., I-ELM, OS-
ELM, P-ELM, and C-ELM, which have been proved to be effective in
applications. There are also some algorithms combined with ELM
that are proposed. For example [13] combines SVM and ELM and
proposes the Extreme Support Vector Machine, which shows that
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it has a better generalization performance than traditional SVM. In
efficiency, ELM is proved better than traditional machine learning
algorithms [6]. ELM is an eigenvalue-decomposition-based algo-
rithm in nature, and therefore is faced with the above-mentioned
problem of high computation complexity.

To solve the eigenvalue decomposition efficiently, the matrix
low-rank approximation methods can be used. If we can find a
low-rank approximation of the matrix, the eigenvalue decomposi-
tion on the low-rank matrix can be computed efficiently. Among
many matrix low-rank approximation methods, the random
approximation methods are well studied. The simplest approach
to random matrix approximation is the method of sparsification.
The goal of sparsification is to replace the matrix with fewer
nonzero entries (which are drawn independently at random from
a distribution determined from the input matrix) [14]. The second
approach to matrix approximation is based on the concept of
dimension reduction. A random linear map provides an efficient,
nonadaptive way to perform this reduction [15]. The third
approach can be called the compact matrix decomposition which
expresses A~ CUR, where C and R denote small column and row
submatrices (chosen according to a random algorithm) of A and
where U is a small matrix [16].

Based on these researches, Halko et al. [17] proposed a new
randomized matrix approximation method. They use random sam-
pling to identify a subspace to capture the action of the matrix. In this
way the key matrix of the data set can be approximated by a low-rank
matrix, and then the inversion or eigenvalue decomposition of matrix
can be acquired based on it. This approximation can effectively reduce
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the computation complexity from O(n3) to O(k> +kn?). It is found in
practice k < n can be set without any significant decrease in accuracy
of the solution.

This paper combines the ELM with the randomized approx-
imation method to accelerate the training time of ELM, which is
testified effective and reasonable by data simulation. The paper is
organized as follows: Sections 2 and 3 give a brief introduction of
ELM and the randomized approximation method. Section 4
explains the proposed algorithm in detail. Section 5 provides the
experimental results and the analysis. The last section concludes
the whole work.

2. EIM

Extreme learning machine (ELM) was originally proposed for
the single-hidden layer feedforward networks and was extended
to the generalized single-hidden layer feedforward networks
where the hidden layer need not be neuron alike [6]. The output
function of ELM for generalized SLFNs (take one output node case
as an example) is

L
fi0="Y" fihix) =hx)p M
i=1
where f= [ﬁ17ﬂ27...,ﬂL}T is the vector of the output weights
linking the hidden layer of L nodes to the output node, and
h(x) =[h{(x), ..., hy(X)] is the output vector with respect to the
input X. h(x) maps the data from d-dimensional input space to L-
dimensional hidden layer feature space.

According to ELM learning theory, widespread type of feature
mapping h(x) can be used in ELM so that ELM can approximate
any continuous target function. That is, given any target contin-
uous function f(x), there exists a series of f3; such that

L
Jim 1fy0) —fx) 1l = lim | ;ﬁfh,»(x) —fx)1 =0 @)
The classification capability of SLFN can be described by the
following theorem [6,7]:

Theorem 2.1. Given a feature mapping h(x), if h(x)f is dense in C
(RY), then a generalized SLFN can separate arbitrary disjoint regions
of any shape in R%

Since ELM can approximate any target continuous function and
the output of the ELM classifier h(x)# can be as close to the class
labels in the corresponding regions as possible. Here we consider
the multi-class case, where the number of output nodes of the
ELM is q (q is the number of classes). If x; belongs to class p, then
the output node is t; =10, ...,0,1,0, ...,0]" (only the pth element of
t; is one; the others are set zero). The classification problem for
ELM can be formulated as follows [6]:

n
Minimize :  Lpgy = %uﬂ 12 +C% RHIE 3)
i=1

st.: hx)p=t —§ 4)

T
where B=[B,,....8, , ti=[tn,...ty]", &= [5“, ...,giq] . & is the
training error vector of the q output nodes with respect to the
training sample X;. ﬁj is the vector of the weights linking hidden
layer to the jth output node.
Based on the Karush-Kuhn-Tucker theorem, to train ELM is
equivalent to solve the following dual optimization problem:

n n q
Loeim =%Hﬂ H2+C%Z IENZ =SS " aihxpf—tij+&)  (5)
i=1

i—1j=1

The corresponding optimality conditions are as follows:

oL s
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where a; = [a1, ...,a,-q]T, a=[ai,....an".
Substituting (6) and (7) into (8), the equation can be written as
follows:

<%+ HHT>a =T 9)
where
t] ti1 -, g
T=|:|=]: : : (10)
tﬁ b1 -, tnq

And the weights matrix g is

ﬂ:HT<é+HHT>4T an
The output function of ELM classifier is

£(x) = h(x)f = h(H' <é+HHT> o 12)

The label of the sample x is
label(x) = argmax f;(x) (13)

T

where f(x) = [f1(x), ...,fq(x)] .

If a feature mapping h(X) is unknown, one can apply Mercers
conditions on ELM. The kernel matrix for ELM can be written as
follows:
Qg =HH' : Qg =hxy) - hx) = KX, X;) (14)
and the output function is

: Kx,x1)17 .
I 2\ I -

f(x)=hx)H' (=+HH T= ~+Qpm) T (5)
C C
K(X,Xpn)

3. Randomized approximation

For the ELM algorithm, the most important step to solve the
problem is to calculate the inversion of the kernel matrix. How-
ever, it is not an easy task in most cases. If the size of the training
data set is n, the computation complexity of finding the inversion
of kernel matrix is about O(13). It will be time consuming. So the
algorithm is infeasible in practice. Huang et al. [6] gives an
alterative solution to this problem. The output function can be
rewritten as follows:

-1
f(x) = h(x) (%+HTH> H'T (16)

By doing so, the size of the matrix which needs to find the
inversion is L x L (L is the number of nodes in the hidden layer,
L«n). The cost of computation can be reduced. In such cases, the
feature mapping h(x) must be known, and that will limit the use of
ELM algorithm on many occasions.

To handle this problem, Halko et al. [17] give a low-rank
approximation method to a given matrix. By doing so, the time
complexity of SVD on a low-rank matrix can be reduced to a large
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extent. The method can be split naturally into two stages. The first
is to construct a low-dimensional subspace that captures the
action of the matrix. The second is to restrict the matrix to the
subspace and then compute a standard factorization (QR, SVD,
etc.) of the reduced matrix. It can be expressed as follows:

Stage 1: Compute an approximate basis for the range of the
input matrix A. In other words, an orthonormal matrix Q can be
found to satisfy

A~QQ'A
The basis matrix Q should contain as few columns as possible, but
it is even more important to have an accurate approximation of
the input matrix.

Stage 2: Matrix Q can be used to compute a standard factoriza-

tion (QR, SVD, etc.) of A.
The detail of the algorithm is described in Algorithm 1 [17].

Algorithm 1. The approximate SVD algorithm.

Input: Matrix Apxn.
Output: The approximate SVD decomposition of A, A~ UXVT.
1: Construct the matrix Q,,,, which makes A~ QQTA.
2: Calculate the matrix By,,, where B= QA.
3: Perform SVD on B where B=UXV".
4: Obtain U= QU

How to find the orthonormal matrix Q is a key problem to be
solved. Halko use random sampling to identify such matrix Q.
Suppose that to seek a basis for the range of matrix A with exact
rank k. Draw a random vector @, and form the product y = Aw. For
now, the precise distribution of the random vector is unimportant;
just think of y as a random sample from the range of A. Repeat this
sampling process k times:

y(i):Aw(i)’ i=1,2,....k

Owing to the randomness, the set {w® :i=1,2,...,k} of random
vectors is likely to be in general linear position. In particular, the
random vectors form a linearly independent set and no linear
combination falls in the null space of A. As a result, the set y® :
i=1,2,...,k of sample vectors is also linearly independent, so it
spans the range of A. Therefore, to produce an orthonormal basis for
the range of A, we just need to orthonormalize the sample vectors.
The most natural way to draw a random matrix £2 can be from
the standard Gaussian distribution. That is, each entry of 2 is an
independent Gaussian random variable with mean zero and
variance one. The detail can be described in Algorithm 2.

Algorithm 2. The randomized approximate SVD algorithm.

Input: Matrix Apxn.
Output: The approximate SVD decomposition of A, A~ UXU".
1: Generate a n x k Gaussian random matrix £2.
2: Construct the matrix Y, Y =AQ.
3: Construct a matrix Q whose columns form an orthonormal
basis for the range of Y.

4: Construct the matrix Q,,,x, which makes A~ QQTA.
5: Calculate the matrix By,,, where B=Q"A.

6: Perform SVD on B where B=UZXV".

7: Obtain U = QU.

The goal of Algorithm 2 is to produce an orthonormal matrix Q
with few columns that achieves

IA—QQTAl <¢

To achieve the given tolerance &, the column number of Q is usually
larger than the target rank k, which means [=p+k columns are
needed. p is referred to as the oversampling parameter. The size of
the oversampling parameter depends on several factors: (1) The
matrix dimensions. Very large matrices may require more over-
sampling. (2) The singular spectrum. The more rapid the decay of the
singular values, the less oversampling is needed. (3) The random
matrix. For Gaussian matrices, it is adequate to choose the over-
sampling parameter to be a small constant, such as p=5 or p=10.

Halko et al. [17] also give a bound on the expectation of the
error for Gaussian matrices:

Theorem 3.1. Suppose that A is a m x n matrix, target rank is k, and

an oversampling parameter is p >2. The singular value of A is
min(m,n)

{oj};_7 - Then

k 1/2 ( min(m,n) 172
E\IA—QQTAHF5<1+Iﬁ> > of a7

Jj=k+1

and
k BW min(m,n) 1/2
EIA-QQ"AI < (1+,/—]>ak“+ P > o? (18)
p- p Skt

This theorem shows that the error bound is related to the singular

value of matrix A. As is known, (Zj>kof)]/2 is the minimal
Frobenius-norm error when approximating A with a rank-k matrix.
The error bound in the theorem gives similar results. When the
singular values exhibit some decay, the error of random approxima-
tion is rather small. If A has an exact rank k or even less, then
A= QQTA with very high probability.

4. The proposed algorithm

According to the analysis above, if we can get the random
approximation of M (For kernel-based ELM, M=K, K is the kernel
matrix. For non-kernel based ELM, M=H'H.) in the form
M =UDUT, the inversion of matrix I/C+M can be solved easily
by using WoodBury formula:

Lon) o (Liin) ' =clie(Licic) ot 19)
C ~\C - C
where G = UD'/? (In fact, M can be reformulated as M = GG, and G
is a matrix with the size n x k). It is clear that we only need to

calculate the inversion of matrix with the size k x k instead of the
inversion of a matrix with the size n x n. The total computation

-1
complexity of calculating the inversion of matrix ((1/C)I+M) is
O(kn® +k*). Algorithm 3 is the proposed algorithm.

Algorithm 3. The randomized approximate ELM algorithm.

Input Training set X,., (n is the size of training set, and m is
the feature number of the data), k, C, other parameters(i.e.
kernel parameter) and test sample Xi .

Output The label of the test sample x (which belongs to the set
{1,2,...,q}).
1: Construct the matrix M. (For kernel-based ELM, M=K,

where Kj = k(x;, X;), Xi,Xje X = {xk};:: 1~ For non-kernel
based ELM, M =HTH.)

2: Generate a n x (k+p) Gaussian random matrix £2.

3: Form a n x (k+p) matrix Y, Y = MQ.
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4: Construct a matrix Q whose columns form an orthonormal
basis for the range of Y (This can be done through QR
decomposition.)

5: Form a (k+p) x n matrix B, B= QM.

6: Form a (k+p) x (k+p) matrix T, T=BQ.

7: Perform SVD decomposition on T, T = UDGT.

8: Calculate the n x (k+p) matrix U, U = QU (M is the
random approximate of M, and M = UDU").

9: Obtain G=UD'"?, M =GG'.

-1
10: Calculate (M+1/C) ' ~ C(I—G(é+GTG) GT>.

11: Compute the output function (use kernel-based form as

an example): .
k(x,x1) |
C (l -G (E+

-1
f(x) = h(x)H" (%+HHT> T=

-1
GTG> GT) T
K(X, Xy) (20)

The label of x is argmax f;(x).

The computation complexity can be estimated as follows. To
simplify the discussion, we use k to replace k+p (compared with k,
p is relatively small, k ~ k+p). According to Algorithm 3, in steps
3 and 5, we need to calculate the matrix Y and B. The complexity is
O(kn?) (the size of M is n x n, and the size of £ is nx k, so the
complexity of matrix multiplication is O(kn®)). In steps 6 and 8, the
time complexity is 0(k?n). As is known, in step 7, the complexity of
SVD on a matrix sized k x k is O(k®). And in step 4, to construct
orthonormal matrix Q, we perform QR decomposition on matrix
Y. whose time complexity is O(nk?). In step 1, to construct the
given matrix, we need n xn operations. If the time cost of
generating the Gaussian random matrix is T,, the total time
complexity of the proposed algorithm is Tran + c1kn® +conk? +csk>.
In most cases, k <n and T, < an, so we can write it in the form
O(kn® + k%) < 0n3).

Table 1
Data set used.

Datasets Training data Testing data Classes Features
dna 1400 1186 3 180
letter 2861 1003 5 16
optdigits 3823 1797 10 64
segment 2061 249 7 19
svmguidel 3089 4000 2 4
waveform 5000 1000 3 21
usps 7291 2007 10 256
Table 2

81

5. Experiments and analysis

In order to verify the proposed algorithm, we will test it on
benchmark data sets. And to evaluate this algorithm, we will
compare the randomized approximate ELM algorithm with the
traditional one [6]. The used data sets are listed in Table 1. The
data sets dna, letter and svmguidel are from LIBSVM data sets [18]
(http ://www.csie.ntu.edu.tw/~cjlin/libsvmtools/
datasets/), and the data sets optdigits, segment, waveform, usps
and shuttle are from UCI benchmark data sets.

From Table 1, there are altogether 26 classes in the letter data
set, corresponding to the 26 English letters. We select 5 classes
from it, i.e. A-E. The experiments are carried out in MATLAB 7.10.0
environment running in Dual-Core, 2.6-GHZ CPU with 2-GB RAM,
and the operating system is 32bit Win7. Thirty trials have been
conducted for each data set. The corresponding standard devia-
tions (Dev) are given in the simulation results.

Table 2 is the experiment results of comparing the standard
ELM with the Randomized Approximate ELM whose output
weight f is in the form

-1
ﬂ:HT<é+HHT> T
Here the algorithm 3 is used to approximate the matrix

-1
(I/C +HHT) .The function of the hidden node is sigmoid, and

the number of the hidden node is 1000. The values of parameter C
are chosen ranging from 2715 to 2'°. The best one is selected as the
optimal parameter. Due to the fact that the values of {a;, b;}
(parameters in the sigmoid function) in ELM are generated
randomly and the Randomized Approximate ELM is also a random
algorithm, the values of C in the two algorithms are set differently.
To validate the speedup performance, in the Randomized Approx-
imate ELM algorithm we choose k =0.01n,0.05n,0.1n (n is the size
of training data set). Here we use the word Randomized AELM
standing for Randomized Approximate ELM.

From Table 2, it can be seen that as the k value increases, the
test rates of Randomized Approximate ELM are as good as the
standard ELM. When k = 0.1n, the test rates of most data sets are
almost the same as the standard ELM, and the Dev values also
become very small. Compared with the standard ELM, the training
time of Randomized Approximate ELM is reduced to a large extent.
However, as k increases, the training time of Randomized Approx-
imate ELM increases too. So there is a tradeoff between the
speedup performance and the accuracy. Another fact to be men-
tioned is that compared with the standard ELM, the performance
of Randomized Approximate ELM is more sensitive to the value C.
The reason may be that there are too much Randomness in the
algorithm.

21

-1
Comparisons between the ELM with the randomized approximate ELM with g =H" (HTH +%) T.

Datasets Random ELM Randomized AELM
C  Testing rate Dev Training time C k=0.01n k=0.05n k=0.1n
(%) (s)
Testing rate Dev Training time Testing rate Dev Training time Testing rate Dev Training time
(%) (s) (%) (s) (%) (s)
dna 277 93.03 038 298 279 8491 1.27 1.09 89.03 1.00 1.35 92.46 049 1.53
optdigits 27> 96.83 034 3846 278 87.09 219 872 96.25 041 12.62 96.42 033 18.95
letter 272 9819 022 1713 27° 68.24 449 498 97.22 045 6.50 97.47 036 8.90
segment 23 92.78 1.10 8.50 275 62.62 440 256 89.06 1.86 3.02 91.57 1.05 436
svmguidel 2'© 94.29 046 20.92 2-' 61.82 6.39 5.57 75.34 299 7.60 94.90 0.72 10.29
waveform 2% 9216 047 69.57 27° 6418 3.25 14.61 87.92 1.00 21.46 90.30 0.55 37.85
usps 271 93.66 0.23 292.85 278 7457 2.08 17.15 93.52 0.44 31.08 93.44 0.20 53.87
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Table 3
Comparison between the ELM with approximate ELM with Gaussian kernel.

Datasets Parameter Gaussian kernel ELM Gaussian kernel Randomized AELM
C y Testing Training k=0.01n k=0.05n k=0.1n
rate (%) time (s)

Testing Dev Training Fnorm Testing Dev Training Fnorm Testing Dev Training Fnorm

rate (%) time (s) rate (%) time (s) rate (%) time (s)
dna 271 276 9283 1.76 88.54 0.71 0.29 33.36 91.50 0.68 0.51 21.81 93.08 0.34 092 12.01
letter 20 272 9920 12.68 97.30 0.76 1.27 93.90 96.76 095 291 68.64 98.90 029 5.78 54.95
optdigits 2-' 2-% 9833 26.18 98.07 031 2.21 66.14 98.11 0.57 6.34 63.34 98.21 0.06 11.97 60.50
segment 2! 275 97.19 26.86 96.67 021 1.52 57.90 96.95 027 424 53.90 96.93 027 713 49.70
svmguidel 27! 275 96.88 15.48 93.45 142 2.23 129.61 93.79 0.88 6.15 79.60 96.40 0.23 10.79 54.32
waveform 2! 27° 8730 59.33 87.27 0.06 4.07 0.77 87.30 0 1133 0.08 87.30 0 28.03 0.01
usps 20 2" 9507 112.24 92.20 0.19 6.42 41.44 94.82 0.10 24.05 40.46 95.03 0.03 52.24 39.27

Table 4
Comparisons between the ELM with the randomized approximate ELM with linear kernel.
Datasets C Linear kernel ELM Linear kernel randomized AELM Time ratio Fnorm
Testing rate (%) Dev Training time (s) Testing rate (%) Dev Training time (s)

dna 2-8 92.24 0 1.56 92.24 0 1.06 1.50 1.12e-9
optdigits 279 91.82 0 29.45 91.82 0 3.04 9.71 3.87e-7
letter 279 87.14 0 12.75 87.14 0 1.20 10.66 2.79e-8
segment 2! 81.12 0 5.23 81.12 0 0.73 7.28 1.01e-6
svmguidel 28 76.90 0 15.44 76.90 0 1.23 12.58 8.08e—7
waveform 29 85.80 0 61.02 85.80 0 3.41 17.93 1.15e-8
usps 279 87.39 0 273.27 87.39 0 16.97 16.04 6.38e—8

Tables 3 and 4 are the experiment results of kernel matrix
approximation ELM. Here the chosen kernel functions are mai-
nly linear kernel and Gaussian kernel, with the form of the latter
being k(x,y)=exp(—ylx—yl?) [19]. Meanwhile the value of
&= IIK— K Il (Fnorm) is given in the experiments, i.e. the approximate
error of the kernel matrix. The parameter C and kernel parameter y of
ELM also need to be chosen appropriately. For each data set, we have
used 21 different values of C and 21 different values of y ranging from
271 to 21 | je. (2715,271 . 2" 2"} We choose the best
combination of {C,y} as the optimal parameters. Here it should be
noticed that when applying kernel mapping, the standard ELM is no
longer a randomized algorithm, and the Dev values in the experiments
are nearly 0.

Table 3 is the experiment results by applying the Gaussian kernel.
Different from the linear kernel, due to the non-linear mapping, we
could not know the rank of the Gaussian kernel matrix. So here we
also choose k=0.01n,0.05n,0.1n to validate the speedup effective-
ness. It can also be seen from Table 3 that the larger the k, the closer
the test rate of Randomized Approximate ELM is to the standard ELM.
But the training time of the proposed method gets longer and longer.
Obviously there is also a tradeoff between the speedup performance
and the accuracy as we have concluded in Table 2. Another fact we can
draw from Table 3 is that for different data sets, to achieve desirable
speedup performance without losing too much accuracy, the k value is
different. The choice of k depends on the property of the data set. For
example, in Table 3, the usps data set needs only k = 0.01n to achieve
the same test rate with the standard ELM, while for the dna and
optdigits data set the k value needs to be 0.1n. How to choose k value
is an important problem which needs to be explored. During the
execution of the algorithm, most of the time cost is the matrix mul-
tiplication. If the matrix multiplication operations can be improved,
the time of the proposed algorithm can be cut down further.

Table 4 is the experiment results by applying linear kernel
when k= min{n,m} (n is the number of samples, and m is the

number of features. Here m«n, so we choose k=m.). To evaluate
the speedup performance, the Time Ratio is defined as Training
Time of the standard ELM/Training Time of the Randomized
Approximated ELM. When applying linear kernel, we have the
following simple fact that

rank(K) = rank(XXT) < rank(X) < min{m, n}

It can be observed that the approximate errors of kernel matrix in
most data sets are rather small, and the test rates of the proposed
algorithm are almost the same with the standard ELM.

In Theorem 3.1, the upper bound of matrix approximation error

. . 172 .
is determined by (Zj> kajz) . As mentioned above, the Frobe-

. . . . 1/2
nius norm of the best rank-k approximation error is (Ep kajz) .

So according to the relation &= IK—Kl> min, iy - =

IK—KIg= (Zj>kaj2>1/2, the smaller the Fnorm (e= IK—K )
value, the better the matrix approximation. In the experiments, we
can see that the Fnorm (¢ = IIK — K Il¢) values in both linear kernel
and Gaussian kernel are rather small. So the matrix approximation
errors are correspondingly small. This also explains the reason that
if we choose a larger k, the Fnorm value is decreased and the
matrix approximation error also decreases, and the test rates are
increased (especially for linear kernel, if we choose k = min{m, n},
the Fnorm values of approximation error are close to 0, so Linear
kernel ELM and Linear kernel Randomized Approximate ELM lead
to similar results).

6. Conclusion

This paper proposes an ELM speedup algorithm based on
the analysis of the ELM algorithm. By applying the randomized
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approximation method, the proposed algorithm approximates the
key matrix with a low-rank matrix. The data experiments verify
the effectiveness of the proposed algorithm. On the premise of not
lowering the accuracy too much, the training time can be cut
down substantially, proving the practical value of the machine
learning algorithm.

Also, it can be concluded that, when k < n, i.e. O(kn®> +k°) the
needed training time depends on k value. Obviously, the smaller
the k value, the less the training time, and the less the accuracy. So
k value is an important parameter affecting the classification
performance of the algorithms. And how to select an appropriate
k value is worth our in-depth research. Another drawback of the
proposed algorithm is that it must store the key matrix (e.g. kernel
matrix K) in the memory. In large-scale data sets, the algorithm
may not work efficiently.
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