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ABSTRACT

Cross-validation (CV) is often used to estimate the generalization capability of a learning model. The variance of CV error has a considerable impact on the accuracy of CV estimator and the adequacy of the learning model, so it is very important to analyze CV variance. The aim of this paper is to investigate how to improve the accuracy of the error estimation based on variance analysis. We first describe the quantitative relationship between CV variance and its accuracy, which can provide guidance for improving the accuracy by reducing the variance. We then study the relationships between variance and relevant variables including the sample size, the number of folds, and the number of repetitions. These form the basis of theoretical strategies of regulating CV variance. Our classification results can theoretically explain the empirical results of Rodríguez and Kohavi. Finally, we propose a uniform normalized variance which not only measures model accuracy but also is relative to fold number. Therefore, it simplifies the selection of fold number in k-fold CV and normalized variance can serve as a stable error measurement for model comparison and selection. We report the results of experiments using 5 supervised learning models and 20 datasets. The results indicate that it is reliable to determine which variance is less before k-fold CV by the proposed theorems, and thus the accuracy of error estimation can be promoted by reducing variance. In so doing, we are more likely to select the best parameter or model.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Modeling approaches that use supervised learning typically determine the optimal parameter or model by its generalization ability, which usually measured by the prediction error [1,2]. However, in various real problems, the prediction error cannot be calculated accurately because the underlying probability distribution is unknown. There are several estimators of prediction error, such as resubstitution [3], hold-out [4], k-fold cross-validation (CV) [5], repeated k-fold cross-validation [6,7], the simple bootstrap and 0.632 bootstrap estimators [8]. The results in Refs,[9,10] indicate that k-fold CV and repeated k-fold CV generally produce better performance in model selection.

It is important to measure the uncertainty of prediction error estimators because the accuracy of the model selection is limited by the variance of error estimates [11,12]. A model error estimation can be considered as a random variable as the variability in training or test set [13,14], and its quality is usually measured by means of its bias and variance. The ideal estimator should be an efficient estimator which is unbiased and has the lowest variance. It is known that CV provides an unbiased estimate of the prediction error on the training set [1]. The variance is crucial for the accuracy of CV estimator. As well as being an important indicator for assessing estimators of prediction error, error estimators with low variance are quite interesting in model selection if we assume that the bias term is independent of the considered model [5].

Recent research on the variance of k-fold CV has mainly focused on estimation, decomposition, and some empirical studies of the variance.

Variance was estimated in different ways. Dietterich [15] and Alpaydin [16] employed the classical sample variance estimator to complete hypothesis tests for comparing classifiers, although this estimator is biased because of the overlap among training sets or test sets [1,17]. Moreover, Bengio and Grandvalet [1] showed that the bias could not be ignored, otherwise the variance would be grossly underestimated. The approximate variance estimator presented by Markatou [18] identifies all first-order terms in the reciprocal of the size of the training set. An improved estimator depending on the correlation among different group means was developed by Nadeau and Bengio [19], although the correlation is difficult to estimate. Bengio and Grandvalet [1] showed that there is no unbiased and universal estimator of the variance of k-fold CV that is valid under all distributions.

Variance decomposition can provide a better understanding of the sources and nature of variance. Bengio and Grandvalet [1] found that the variance of k-fold CV is a linear combination...
of three moments, namely the variance of errors, within-fold covariance, and between-folds covariance. Rodríguez [20] proposed a novel theoretical decomposition of the variance that considers the sensitivity to changes in the training set and sensitivity to changes in the folds. Moreno-Torres [21] found the difference of variance under different cross-validation schemes, and empirical evidences support the conclusion that $2 \times 5$ (2-folds iterated five times) experiments converge significantly faster than $5 \times 2$ (5-folds iterated two times) and $10 \times 1$ (10-folds iterated once).

Some empirical results about the variance of k-fold CV have been summarized. It is assumed that repeated k-fold CV stabilizes the error estimation and, therefore, reduces the variance of the k-fold CV estimator, especially for small samples [22]. Rodriguez [20] found that the variance decreases with the sample size in all cases. Moreover, repeated k-fold CV results in lower variance than the non-repeated version. We can infer that the variance may be related to relevant variables such as the sample size, the number of folds, and the number of repetitions (in the repeated version).

Although there have been some brilliant achievements in k-fold CV variance analysis, there are some problems and difficulties. For example, there is no clear relation between the CV variance and prediction error, so it is hard to improve the accuracy of error estimator. Additionally, there are difficulties in providing a universal variance estimation, partly because we cannot theoretically explain the effects of some related variables on the variance. Many studies on CV variance [13,18,23] take a statistical perspective, but have no significant connection with machine learning models.

This paper focuses on variance analysis of k-fold CV for error estimation in supervised learning. We explain the effect of CV variance on the accuracy of error estimator by examining the distribution of the true error and estimated error. The relationships between CV variance and relevant variables are deduced from the CV procedure. A novel indicator is proposed to integrate the variances in classification and regression.

The remainder of this paper is organized as follows. In Section 2, we prove the relationship between the accuracy of error estimator and its variance, and it is validated by two examples. In Section 3, the relationships between the variance of k-fold CV and relevant variables are derived, and we introduce a new definition called normalized variance which measures model error and is independent of fold number. In Section 4, we present the results of numerical experiments in classification and regression. Section 5 concludes.

## 2. Expected absolute deviation and variance of cross-validation

### 2.1. Notations

k-fold CV is usually advocated to measure the prediction error of a learner. The dataset $D = \{(x_i, y_i)\} (i = 1, 2, \ldots, n)$ is partitioned into k groups or folds $F_1, F_2, \ldots, F_k$ such that $F_i \cap F_j = \emptyset$ for any $i \neq j$. $x_i$ and $y_i$ denote input feature(s) and output variable of i-th sample, respectively. $F_i = D - F_i$, $t = 1, 2, \ldots, k$. For the sake of clarity and without loss of generality, we suppose that $n$ is a multiple of $k$, where $n$ denotes the size of the dataset. The size of each group is $m = n/k$, and $r$ is the number of repetitions in repeated k-fold CV.

$e_i(D, T)$ denotes the error of a model A which is trained on dataset D and tested on dataset T. $\hat{e}_i(D, T)$ is the estimated error by k-fold CV, i.e., $\hat{e}_i(D, T) = \frac{1}{r} \sum_{r=1}^{r} e_i(F_{-i}, F_i)$, where $r^* = \arg \min_{r} (x_i, y_i) \in F_i$. As an estimation of $e_i(D, T)$, $\hat{e}_i(D, T)$ is independent of T from above equations. Here $e_i(F_{-i}, (x_i, y_i))$ is the error on the i-th sample with the model trained on all folds except the one including the sample. And $e_i(F_{-i}, (x_i, y_i))$ can be simply written as $e_i(1, 2, \ldots, n)$ which is calculated as the following way:

$$e_i = \begin{cases} I(\hat{y}_i \neq y_i) & \text{in classification} \\ |\hat{y}_i - y_i| & \text{in regression} \end{cases}$$

where $y_i$ denotes the real label in classification or real value in regression, and $\hat{y}_i$ denotes predicted label or value given by a learner on the test set. $I(\cdot)$ is the indicator function.

Let the true prediction error $e_{\text{true}} = e_{\text{true}}(D, D_{\text{p}})$ and estimated (CV) error $\epsilon_{\text{est}} = \hat{e}_{\text{est}}(D, D_{\text{p}})$. Where $D_{\text{p}}$ is usually an unknown population in reality. The true error can be seen as a random variable with respect to the training set or model. The estimated error also can be seen as a random variable with respect to data partition for a given model and training set.

If CV works well, $\epsilon_{\text{est}}$ should approximate to $e_{\text{true}}$. Thus a new definition is given to measure the accuracy of prediction error estimator. Let

$$EAD = E(\epsilon_{\text{est}} - e_{\text{true}})$$

where $EAD$ is the expected absolute deviation of k-fold CV with respect to data set partition and $E(\cdot)$ is the expectation function. Note that the prediction error measures the accuracy of a model, whereas $EAD$ measures the accuracy of CV.

Fig. 1 shows the deviation and variance of k-fold CV. Fig. 1(a) is the joint probability density distribution (PDF) of estimated and true prediction error $f(\epsilon_{\text{est}}, \epsilon_{\text{true}})$, and Fig. 1(b) is the shadow slice in Fig. 1(a). The dash dot line on the floor of Fig. 1(a) denotes the ideal situation, which means $\epsilon_{\text{est}}$ is exactly equal to $\epsilon_{\text{true}}$. A dash line and a solid line appear in both sub-figures. The former denotes the situation when $\epsilon_{\text{true}} = \epsilon_{\text{est}} = 0.3$, whereas the latter denotes the center of the conditional distribution of $\epsilon_{\text{est}}$ for a fixed $\epsilon_{\text{true}}$. The conditional PDF in Fig. 1(b) is identical to $f(\epsilon_{\text{est}}, \epsilon_{\text{true}} = 0.3)$ except for a normalization factor [24]. Thus, the deviation is the distance between the solid line and the dash line. The distance between the solid line and the dot line $\sqrt{\text{Variance}}$ denotes the square root of the variance of $\epsilon_{\text{est}}$.

### 2.2. Expected absolute deviation and CV variance

For a given learning problem, more than one true error value may exist due to the variety of model (modeling mechanism or parameter) and data set (size or samples). For a given data set and a training model, also there are kinds of estimated errors with different CV partitions (including partition number and sample attribution). There is a significant correlation between true error and estimated error because they are from the same model and most training samples $(n(k-1)/k)$. Considering the large quantity and correlation of true error and estimated error, we suppose that they are from a bivariate normal distribution.

**Lemma 1** [25]. Let $X_1$ and $X_2$ follow the bivariate normal distribution whose PDF is

$$f(x_1, x_2) = \frac{1}{2\pi\sigma_1\sigma_2\sqrt{1-\rho^2}} \exp\left(-\frac{1}{2(1-\rho^2)} \left[ \frac{(x_1-\mu_1)^2}{\sigma_1^2} + \frac{(x_2-\mu_2)^2}{\sigma_2^2} - \frac{2\rho(x_1-\mu_1)(x_2-\mu_2)}{\sigma_1\sigma_2}\right] \right).$$

The conditional distribution of $X_1$ given that $X_2 = x_2$ is the normal distribution with mean and variance given by

$$E(X_1|X_2 = x_2) = \mu_1 + \frac{\sigma_1}{\sigma_2} (x_2 - \mu_2), \text{Var}(X_1|X_2 = x_2) = \sigma_2^2 (1 - \rho^2).$$

**Theorem 1.** Suppose that the estimated error $\epsilon_{\text{est}}$ and true error $e_{\text{true}}$ follow the bivariate normal distribution, $(\epsilon_{\text{est}}, e_{\text{true}}) \sim N(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2, \rho)$. For each fixed $e_{\text{true}}$, if $E(\epsilon_{\text{est}}|e_{\text{true}})$, the variance of estimated error $\text{Var}(\epsilon_{\text{est}}|e_{\text{true}}) = \frac{\mu_2 + \rho\mu_1}{1-\rho^2} EAD^2$ and $\frac{dEAD}{\text{d}EAD}$ > 0, where $\frac{d}{d\beta}$ denotes derivative operation.

**Proof.** From Lemma 1, $\epsilon_{\text{est}}|e_{\text{true}} \sim N(\mu_0, \sigma_2^2)$, where $\mu_0 = \mu_1 + \frac{\rho\mu_1}{1-\rho^2} (e_{\text{true}} - \mu_2)$ and $\text{Var}(\epsilon_{\text{est}}|e_{\text{true}}) = \sigma_2^2 (1 - \rho^2)$. 

As \( E(e_{\text{est}}) = \epsilon_{\text{true}} \) and \( e_{\text{est}}|\epsilon_{\text{true}} \sim N(\epsilon_{\text{true}}, \sigma_0^2) \).

Let \( X = \frac{e_{\text{est}} - \epsilon_{\text{true}}}{\sigma_0} \), such that \( X \sim N(0, 1) \). Note that \( E(|X|) = \sqrt{\frac{2}{\pi}} \).

\[
EAD = E( |e_{\text{est}} - \epsilon_{\text{true}}| ) = \sigma_0 \cdot E(|X|) = \sqrt{\frac{2(1 - \rho^2)}{\pi}} \cdot \sigma_1 \tag{2}
\]
or

\[
\text{Var}(e_{\text{est}}) = \sigma_1^2 = \frac{\pi}{2(1 - \rho^2)} \cdot \text{EAD}^2. \tag{3}
\]

For \( \text{EAD} > 0 \), we have \( \frac{d(EAD)}{d(\text{Var}(e_{\text{est}}))} = \sqrt{\frac{1 - \rho^2}{2 \cdot \text{Var}(e_{\text{est}})}} > 0. \)

The assumptions and conclusion of Theorem 1 are validated by two traditional supervised learning examples.

Support vector machines (SVMs) and feedforward neural networks (NNs) are trained with \( k \)-fold CV on two UCI datasets, EEG Eye State (EEG, 14,980 instances and 15 features) and Online News Popularity (ONP, 39,644 instances and 60 features) [26] for classification and regression, respectively. The original sets are assumed to be the population \( D_p \). Samples in \( D_p^{pc} \) are randomly selected from \( D_p \) and \( pc \) is the proportion of sample size (\( pc = 5\%, 10\%, 15\% , \ldots , 50\%) \). The true error of model A trained on \( D_p^{pc} \) can be expressed as \( \epsilon_{\text{true}} = \epsilon_A(D_p^{pc}, D_p) \). For selected \( D_p^{pc} \) and model, \( \epsilon_{\text{true}} \) is estimated by CVs with different fold numbers (\( k = 2.5, 10, 20, 30, 50 \)). \( \text{Var}(e_{\text{est}}) \) are estimated by repeating the CV procedure 10 times for each \( pc \) and each \( k \). Then \( E(e_{\text{est}}) \) can be approximated by \( e_{\text{est}} \), the average of 60 estimations with different \( k \) values and different partitions. EAD is obtained by averaging \( |e_{\text{est}} - \epsilon_{\text{true}}| \) with respect to partition for each \( pc \) and each \( k \).

(1) Validations of normality and unbiasedness

\( e_{\text{est}} \) and \( \epsilon_{\text{true}} \) are assumed to follow the bivariate normal distribution in Theorem 1. Now the normality assumption is examined on data sets EEG and ONP. \( e_{\text{est}} \) and \( \epsilon_{\text{true}} \) can be calculated from the previous paragraph. 120 scatters (6 \( k \) values, 10 \( pc \) values, 2 data sets) representing \( e_{\text{est}} \) and \( \epsilon_{\text{true}} \) are plotted in Fig. 2. In each sub-figure, two dashed lines intersect at the center of a distribution. It can be observed that the contours of distributions are almost ellipses. Moreover, the correlation coefficients of scatters in the two subfigures are 0.78 and 0.93, respectively. And thus \( e_{\text{est}} \) and \( \epsilon_{\text{true}} \) are intuitively from normal distribution with positive correlation for both classification and regression.

(a) Classification on EEG

(b) Regression on ONP

Fig. 2. Distribution of \( e_{\text{true}} \) and \( e_{\text{est}} \).
Unbiasedness of $\epsilon_{\text{est}}$ which is expressed as $E(\epsilon_{\text{est}}) = \epsilon_{\text{true}}$ is assumed in Theorem 1. Considering that $E(\epsilon_{\text{est}})$ is usually approximated by $\overline{\epsilon_{\text{est}}}$ in real problems, the relationship between $\overline{\epsilon_{\text{est}}}$ and $\epsilon_{\text{true}}$ is tested here. Fig. 3 shows 20 scatters (10 pc values, 2 data sets) representing $\epsilon_{\text{true}}$ and $\overline{\epsilon_{\text{est}}}$ in each sub-figure, the solid line is diagonal, and dashed lines are biased positively or negatively at 5%. It can be observed that scatters are around the diagonal, and all deviations between $\overline{\epsilon_{\text{est}}}$ and $\epsilon_{\text{true}}$ are within 5% of $\epsilon_{\text{true}}$ except for one outlier in classification. So $E(\epsilon_{\text{est}})$ should be very close to $\epsilon_{\text{true}}$, too. Moreover, the frequencies of $\epsilon_{\text{est}} > \epsilon_{\text{true}}$ and $\epsilon_{\text{est}} < \epsilon_{\text{true}}$ are 27/60 and 33/60 (6 k values, 10 pc values) in classification, respectively. Both of them are 30/60 in regression. Thus it is reasonable to assume the unbiasedness of $\epsilon_{\text{est}}$ on the two data sets.

It is known that CV error is unbiased for the error learned from $n(k-1)/k$ samples but not $n$ samples. When $n$ and $k$ are large enough, information of $n(k-1)/k$ samples will be very close to that of $n$ samples. Then the error estimator of k-fold CV can be thought to be unbiased and Theorem 1 is applicable.

(2) Validation of the conclusion (the relation of EAD and CV variance)

The quadratic relation of EAD and CV variance described in Theorem 1 is also examined on the two data sets. The distributions of EAD and $\text{Var}(\epsilon_{\text{est}})$ in classification and regression are displayed in Figs. 4 and 5, respectively. Scatters representing EAD and $\text{Var}(\epsilon_{\text{est}})$ are denoted as ‘•’. Considering the type of Eq. (3) in Theorem 1, scatters are fitted to a specific quadratic equation $\text{Var}(\epsilon_{\text{est}}) = c \cdot \text{EAD}^2$ ($c$ is an undetermined coefficient). The goodness of fit $R^2$ describes how well the quadratic equation fits the scatters.

As shown in Figs. 4 and 5, $R^2$ increases with $k$ on each data set. It means that the larger $k$ is, the better the fit is. In other words, the larger $k$ is, the more evident the quadratic relation of EAD and $\text{Var}(\epsilon_{\text{est}})$ is. The reason may be that the model trained on $k-1$ folds containing $n(k-1)/k$ samples is close to that on the whole set ($n$ samples) when $k$ is large enough. So the assumption of unbiasedness is suitable for large fold number, and the experimental results are also closer to the theoretical result of Theorem 1 for large $k$.

Above experiment results indicate that, CV estimator can be seen as unbiased and EAD and $\text{Var}(\epsilon_{\text{est}})$ are from the quadratic relation when both the size of data set and the number of folds are large enough.

3. Variance analysis of k-fold CV

3.1. Variances

We define three kinds of CV estimators for the prediction error of learners.

- **The group mean** estimates the prediction error with the mean of the errors in a group or fold,

  $\hat{\epsilon}^{(t)} = \frac{1}{m} \sum_{(x,y) \in \mathcal{S}_t} \epsilon_i, \ t = 1, 2, \ldots, k. \quad (4)$

- **The total mean** estimates the prediction error with the mean of the errors in all groups or folds,

  $\hat{\epsilon}^{(k)} = \frac{1}{k} \sum_{t=1}^{k} \hat{\epsilon}^{(t)} = \frac{1}{k} \sum_{t=1}^{k} \left( \frac{1}{m} \sum_{(x,y) \in \mathcal{S}_t} \epsilon_i \right) = \frac{1}{mk} \sum_{t=1}^{n} \epsilon_i = \frac{1}{n} \sum_{i=1}^{n} \epsilon_i. \quad (5)$

- **The repeated mean** estimates the prediction error with the mean of the errors in all repeated groups or folds,

  $\hat{\epsilon}^{(k,r)} = \frac{1}{r} \sum_{j=1}^{r} \hat{\epsilon}^{(k,r)}.$

where $k$ is the number of folds and $r$ is the number of repetitions.

As the partition in CV is not fixed (except for leave-one-out CV), CV estimation is not a deterministic value. There are three kinds of CV variances of the above estimators from the variability of data partition.

- **The group variance** (variance from different groups): $\text{Gvar} = \text{Var}(\hat{\epsilon}^{(t)})$;

- **The total variance** (normal variance of k-fold CV from different partitions): $\text{Tvar} = \text{Var}(\hat{\epsilon}^{(k)})$;

- **The repeated variance** (variance of repeated k-fold CV from different partitions): $\text{Rvar} = \text{Var}(\hat{\epsilon}^{(k,r)})$, where $\text{Var}(\cdot)$ is the variance function.

3.2. Variance analysis of k-fold CV

This subsection mainly describes two theorems about CV variances in classification and regression.
Theorem 2. Let $p(0 < p < 1)$ be the accuracy (the probability of right prediction) of a classification model on someone data set. Suppose the classifier is stable under the perturbations caused by data partition in repeated k-fold CV [9]. If group means $\hat{e}(t) (t=1,2,...,k)$ in repeated k-fold CV are mutually independent [13], then we have the following approximations:

\[ T \text{var} = \frac{p(1-p)}{n}, \]  \hspace{1cm} (7)

\[ G \text{var} = \frac{kp(1-p)}{n}, \]  \hspace{1cm} (8)

\[ R \text{var} = \frac{p(1-p)}{nr}, \]  \hspace{1cm} (9)

Proof.

(1) Ref. [13] showed that if the numbers of correct and wrong predictions are both not less than five, the total accuracy (frequency of right prediction on the whole data set, $1 - \hat{e}(k)$) can be approximated by a normal distribution with mean $p$ and variance $p(1-p)/n$ according to central limit theorem.

Thus the total mean has the approximate distribution: $\hat{e}(k) \sim N(1-p, p(1-p)/n)$, and $T \text{var} = p(1-p)/n$.

(2) The group means are identically distributed due to the stability of classifier. By the independence of group mean,

\[ R \text{var} = \text{Var}(\hat{e}(k)) = \text{Var}\left(\sum_{t=1}^{k} \hat{e}(t)\right) = \frac{k \text{Var}(\hat{e}(t))}{k^2} = \frac{1}{n} p(1-p). \]

Thus $G \text{var} = Var(\hat{e}(t)) = \frac{kp(1-p)}{n}$. 

**Fig. 4.** EAD and $\text{Var}(e_m)$ on EEG.
By the property of the variance function, \( R_{\text{var}} = \text{Var}(\hat{e}(k,t)) = \text{Var}(\frac{1}{r} \sum_{j=1}^{r} \hat{e}(k,j)) = \frac{1}{r} \text{Var}(\sum_{j=1}^{r} \hat{e}(k,j)) \).

As the \( k \)-fold partitions in repeated \( k \)-fold CV are not dependent on both random and stratified partition, the \( r \) total means \( (\hat{e}(k,j)) \) can be considered as independent variables. So we have
\[
\frac{1}{r} \text{Var}(\sum_{j=1}^{r} \hat{e}(k,j)) = \frac{1}{r} \sum_{j=1}^{r} \text{Var}(\hat{e}(k,j)) = \frac{1}{r} \sum_{j=1}^{r} \text{Var} = \frac{1}{r} \cdot r \cdot \frac{1}{n} p(1 - p) = \frac{1}{n} p(1 - p).
\]

And thus \( R_{\text{var}} = \frac{1}{r^2} p(1 - p) \).

Note that the above approximations hold under the condition that the numbers of correct and wrong predictions are both not less than five. If the classifier is not too bad or the data is not seriously imbalanced, this condition could be satisfied and variances can be approximated by Eqs. (7)–(9).

\textbf{Theorem 3.} Let \( e_0 \) be the error (the average absolute deviation between predicted value and actual value) of a regression model on someone data set, and its variance with respect to different test samples is \( \sigma^2 \). Suppose the model is stable under the perturbations caused by data partition in /repeated \( k \)-fold CV [9]. If group means \( \hat{e}(t) \) (\( t=1,2,\ldots,k \)) in /repeated \( k \)-fold CV are mutually independent [13], then we have the following approximations:
\[
T_{\text{var}} = \frac{\sigma^2}{n},
\]

\( (10) \)
\[ G_{\text{var}} = \frac{k\sigma^2}{n}, \quad (11) \]
\[ R_{\text{var}} = \frac{\sigma^2}{nr}, \quad (12) \]

Proof.

(1) In many practical cases, if the number of random variables is larger than 30, the normal approximation will be satisfactory regardless of the shape of the population. If not, the central limit theorem will work if the distribution of the population is not severely nonnormal [27]. The group mean can be seen as a random variable with regard to different folds. We can conclude that if the fold number \( k \) is over 30 or the distribution of group mean is not severely nonnormal, the distribution of total mean can be approximated by a normal distribution, i.e., \( \hat{\theta}(k) \sim N(e_0, \sigma^2/n) \), and \( T_{\text{var}} = \frac{\sigma^2}{n} \).

(2) The group means are identically distributed due to the stability of regression model. By the independence of group mean, \( T_{\text{var}} = \text{Var}(\hat{\theta}(k)) = \text{Var}(\frac{1}{k} \sum_{i=1}^{k} \hat{\theta}(i)) = \frac{k \text{Var}(\hat{\theta}(1))}{k^2} = \frac{\sigma^2}{n} \).

Thus \( G_{\text{var}} = \text{Var}(\hat{\theta}(1)) = \frac{k\sigma^2}{n} \).

(3) As the k-fold partitions in repeated k-fold CV are not dependent on both random and stratified partition, the \( r \) total means can be considered as independent variables. So we have
\[ R_{\text{var}} = \text{Var}(\hat{\theta}(k,r)) = \text{Var}(\frac{1}{r} \sum_{j=1}^{r} \hat{\theta}(k,j)) = \frac{1}{r^2} \sum_{j=1}^{r} \text{Var}(\hat{\theta}(k,j)) = \frac{1}{r^2} \cdot \frac{1}{r} \cdot \frac{1}{r} \sigma^2 = \frac{\sigma^2}{nr}. \]

As a special case of k-fold CV, leave-one-out CV (LOOCV) has the lowest bias in estimating regression error and is used in model selection [28,29]. Its variances can also be approximated by Eqs. (10)–(12) on data set whose size is larger than 30. Based on this, interval estimation is available for error estimation.

3.3. Normalized variance

Obviously, \( p(1-p) \) or \( \sigma^2 \) appear in all of the classification or regression equations, respectively. A new variance can be defined as follows.

**Definition 1.** The normalized variance \( (N_{\text{var}}) \) of k-fold CV is defined as:
\[ N_{\text{var}} = \frac{G_{\text{var}}}{k/n} = \frac{T_{\text{var}}}{1/n} = \frac{R_{\text{var}}}{1/nr}, \quad (13) \]
or
\[ N_{\text{var}} = \begin{cases} p(1-p) & \text{in classification} \\ \sigma^2 & \text{in regression} \end{cases} \]

Theoretically speaking, \( N_{\text{var}} \) integrates the variances of classification and regression, and is only inversely proportional to the true accuracy of the model.

(1) In real classification problems, \( N_{\text{var}} \) can be estimated by \( G_{\text{var}}, T_{\text{var}}, \) or \( R_{\text{var}} \). Then, the accuracy of the classification model has the estimation \( \hat{\theta} = \frac{1}{n} + \frac{1}{\sqrt{n}} \sqrt{1-4N_{\text{var}}} \). Note that the accuracy of most two-class classifiers is higher than that of a random model \((p > 0.5)\), and thus \( \hat{\theta} = \frac{1}{n} + \frac{1}{\sqrt{n}} \sqrt{1-4N_{\text{var}}} \).

Another common estimate of the accuracy is the average \( \bar{\theta} = 1 - \frac{1}{n} \sum_{i=1}^{n} e_i \). Ideally, therefore, \( \frac{1}{2} + \frac{1}{\sqrt{n}} \sqrt{1-4N_{\text{var}}} \approx 1 - \frac{1}{2} \sum_{i=1}^{n} e_i \) or
\[ N_{\text{var}} \approx \bar{\theta} (1 - \bar{\theta}) = \left(1 - \frac{1}{n} \sum_{i=1}^{n} e_i \right) \cdot \frac{1}{n} \sum_{i=1}^{n} e_i. \quad (14) \]

(2) In real regression problems, \( \sigma^2 \) can be estimated by \( N_{\text{var}} \).

The sample variance \( \frac{1}{n-1} \sum_{i=1}^{n} e_i^2 \) is a general estimate of \( \sigma^2 \), so it should have
\[ N_{\text{var}} \approx \frac{1}{n-1} \sum_{i=1}^{n} e_i^2 \approx \frac{1}{n} \sum_{i=1}^{n} e_i^2 = \text{MSE} \quad (15) \]
when \( n \) is sufficiently large. MSE denotes mean square error of regression models. Eqs. (14) and (15) will be validated in our experiments (Section 4.3).

3.4. Explanation of some empirical results

Rodriguez [20] found that

(1) In all (classification) cases, the variance of the CV estimator decreases with the sample size \((n)\).

(2) The variance of the estimator is lower for repeated k-fold CV than for the non-repeated version.

The above results can be proved by the proposed theorems.

(1) This is clear from Eq. (7) in Theorem 2.

(2) By Eqs. (7) and (9), we have \( R_{\text{var}} = \frac{1}{n} p(1-p) < \frac{1}{n} p(1-p) = T_{\text{var}} \) as the number of repetitions \( r > 1 \).

It is assumed that the repeated CV stabilizes the error estimation and, therefore, reduces the variance of the k-fold CV estimator, especially for small samples [22]. This can be proved by Theorem 2.

(1) For \( R_{\text{var}} = \frac{1}{n} p(1-p) < \frac{1}{n} p(1-p) = T_{\text{var}} \), repeated k-fold CV reduces the variance of the k-fold CV.

(2) By Eqs. (7) and (9), the decrement \( T_{\text{var}} - R_{\text{var}} = \frac{1}{n} p(1-p) - \frac{1}{n} p(1-p) = \frac{1}{n} p(1-p) \). It is obvious that this decrement becomes notable when the sample size is small.

4. Experiments and analysis

In this section, we empirically check the above conclusions, including Theorems 2 and 3 and Eqs. (14) and (15). We present our experimental framework, empirical results, and analysis.

4.1. Experimental framework

To achieve broad coverage, 20 data sets were employed for learning five kinds of models [26,30]. The first ten binary-class or multi-class problems have 5–60 inputs and 270–4898 examples. The other data sets for regression have 6–68 inputs and 308–5875 examples (see Table 1). Each data set was used to train two NNs with 20 and 10 + 10 hidden nodes (NN20, NN10+10) and three SVMs with linear, polynomial, and Gaussian kernels (SVM_L, SVM_P, SVM_G). The CV variances were examined for \( k = 2, 5, 10, 20 \). The sample scales were 100%, 50%, and 25% of the whole dataset, and the number of repetitions was taken as either 5, 10, or 15. The samples were partitioned in random or stratified way, \( G_{\text{var}}, T_{\text{var}}, \) and \( R_{\text{var}} \) were obtained by computing the mean of ten sample variance estimations. More specifically, each \( T_{\text{var}} \) was estimated by ten CV errors, and ten \( T_{\text{var}} \) values were averaged as a result. It means CV was repeated 100 times to calculate a \( T_{\text{var}} \) value. Three kinds of \( N_{\text{var}} \) values were then obtained from the definition in Eq. (13). The corresponding \( \bar{\theta} (1 - \bar{\theta}) \) and MSE were also calculated by \( e_i \) in Eqs. (14) and (15). Altogether, 2400 sets of test results were obtained for the comparison of variances and validation of the above conclusions.
4.2. Results and analysis for Theorems 2 and 3

As Theorems 2 and 3 provide six equations Eqs. (7)–(12) about CV variances and other variables, we test them by examining the order relationship of each theoretical result. To quantify the order relationships or order consistency of experimental results with our equations, some conditional frequencies are defined as follows.

\[ Gk = \hat{P}(\text{Gvar}_1 > \text{Gvar}_j | k_j > k_i, n_i = n_j) \]

\[ Gn = \hat{P}(\text{Gvar}_1 > \text{Gvar}_j | n_i < n_j, k_j = k_i) \]

\[ Tn = \hat{P}(\text{Tvar}_1 > \text{Tvar}_j | n_i < n_j, k_i = k_j) \]

\[ Rr = \hat{P}(\text{Rvar}_1 > \text{Rvar}_j | r_i < r_j, n_i = n_j, k_i = k_j) \]

\[ Rn = \hat{P}(\text{Rvar}_1 > \text{Rvar}_j | n_i < n_j, r_i = r_j, k_i = k_j) \]

By Eqs. (8) and (11), it is obvious that Gvar increases with k. Meanwhile, the definition of the first frequency shows that Gk measures the probability of the situation that Gvar increases with k when n is fixed. So Gk can quantify the order relationship between Gvar and k implied by Eqs. (8) and (11). Similarly, the other four frequencies correspond to the relationships between Gvar and n in Eqs. (8) and (11), Tvar and n in Eqs. (7) and (10), Rvar and r in Eqs. (9) and (12), and Rvar and n in Eqs. (9) and (12), respectively. All of the frequencies should be 1 if Eqs. (7)–(12) in the two theorems hold.

CVs have been considered under various settings including data sets (20), models (5), n (3), k (6), r (3) and the ways of partitions (2). Then frequencies can be counted by data sets and models, and they are plotted in Fig. 6 consisting of 5 sub-figures (5 kinds of frequencies). In each sub-figure, frequencies are denoted as a circle with different sized wedges on 20 data sets (20 circles). The radius of each wedge in the circle indicates the frequency of a model. The radius in the legend is 1. It can be seen that all Rr values (sub-figure (d)) are equal or close to 1. A few values of other four frequencies are obviously less than 1. To examine these values violating order relationships, Table 2 lists frequencies on each data set. Each value is calculated by averaging one kind of frequencies of 5 models, i.e., it represents the average radius of five wedges in a circle of Fig. 6.

In Table 2, there are 76 values not less than 0.9 in all 100 values, 17 values between 0.8 and 0.9, and 7 values less than 0.8. The 76 values consist of 13 Gk values, 15 Gn values, 14 Tn values, 20 Rr values and 14 Rn values. All average frequencies (the last row) on 20 data sets are over 0.9.

There are 39 and 37 values greater than 0.9 in classification (the former 10 data sets) and regression (the latter 10 data sets), respectively. The averages are 0.93 and 0.92 in two kinds of problems. So the frequencies are unrelated to the learning task (classification or regression). However, different situations appear for several data sets and learning models. Frequencies are counted by data sets and learning models in Table 3, i.e., each value is calculated by averaging five kinds of frequencies of a model on a data set. Bold font highlights the average results less than 0.9.

In Table 3, the average values by data sets (the last column) in bold font indicate that inconsistent order relationships are more likely to occur in datasets 2, 3, and 13. This may be related to the quality of these datasets, such as the presence of outliers or too few samples (less than 800) for CV with large values of k. They may enhance the perturbation of \( \hat{P}(\cdot) \) and lead to unstable performance of models. From the view of learning model, the results of
Fig. 6. Star plot of each frequency for 5 models on 20 data sets.
NNs are less than 0.9, while those of SVMs are over 0.9. In other words, NNs are more likely to have low frequencies than SVMs in our experiments. This may be because one of the most important NN parameters, the number of hidden nodes, has not been optimized, and the two NNs may not be suited for some datasets. Whereas the parameters in LIBSVM have been optimized prior to the validation [30]. The experiment results support that consistent order relationships are more likely to appear in well-specified models.

Three kinds of variances on classification dataset Splice and regression dataset Parkinson’s Telemonitoring are plotted in Figs. 7 and 8 to show the relations in Theorems 2 and 3 intuitively. From these figures, it can be seen that Gvar increases with k and decreases with n. In each model, Tvar decreases with n. Rvar decreases with n and r. All order relationships are consistent with the theorems.

Generally speaking, although they are affected by small-scale data set or mismatching model, five average frequencies in Table 2 are over 0.9. It indicates that our equations in the proposed theorems usually hold in terms of the order in real supervised learning problems. Thus, it is reliable to determine or predict which variance is less by our theorems before applying k-fold CV.

### 4.3. Results and analysis for normalized variance

In Eq. (13), Nvar is defined in three ways, Gvar · n/k, Tvar · n, and Rvar · n · r. Eqs. (14) and (15) show the theoretical relationships between Nvar and ̄p(1 − ̄p') or MSE. The empirical relations are examined by Pearson correlation coefficients of Nvar values and indicators about model error listed in Table 4.

<table>
<thead>
<tr>
<th>Nvar</th>
<th>̄p(classification)</th>
<th>̄p(1 − ̄p')</th>
<th>̄p(regression)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gvar · n/k</td>
<td>0.41</td>
<td>0.69</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>Tvar · n</td>
<td>0.14</td>
<td>0.36</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>Rvar · n · r</td>
<td>0.12</td>
<td>0.33</td>
<td>0.33</td>
<td>0.37</td>
</tr>
</tbody>
</table>
$\hat{p}(1 - \hat{p})$ or MSE are larger than those of $Nvar$ and $\hat{e}$ both for classification and regression. That is because the former relation is linear and the latter relation is quadratic in theory. More importantly, the coefficients of $Gvar \cdot n/k$ and $\hat{p}(1 - \hat{p})$ or MSE is considerable. Thus generalization error of a model can be reflected by $Nvar$ in the form of $Gvar \cdot n/k$ to some extent.

The definition of $Nvar$ indicates that model error is the only factor which is relevant to $Nvar$. Theoretically, $Nvar$ is independent of fold number $k$. Here, one-way analysis of variance (ANOVA) is employed to check whether $Nvar$ ($Gvar \cdot n/k$) is sensitive to $k$ in real problems. And the results are listed in Table 5.

In Table 5, $p$-value < 0.05 indicates that $Nvar$ values with different $k$ values have significant difference. 49 $p$-values in 50 regression problems (11th–20th datasets) and 56 $p$-values in 60 SVM models (3rd–5th columns) are more than 0.05. Values less than 0.05 mainly appear on classification data sets with NNs.

The misclassification rates of each model on ten classification sets are plotted in Fig. 9. It can be seen that the misclassification rates are around 0.2 for SVMs. While they are about 0.45 for

---

**Fig. 7.** Classification variances on Splice.

**Fig. 8.** Regression variances on Parkinson’s Telemonitoring.

**Fig. 9.** Misclassification rate on different models.
NNs. The reason why \(p\)-value < 0.05 mainly appears on classification data sets with NNs may be that NNs models are badly specified in classification experiments.

On one hand, \(N_{var}\) is relevant to model error and independence of \(k\) from its definition. On the other hand, \(N_{var} (\frac{1}{k}\) or \(\frac{1}{n})\) is significantly correlated with error indicator \((\hat{p}(1-\hat{p})\) or MSE), and \(N_{var}\) has no significant difference among different fold numbers when models are not badly specified. Therefore, \(N_{var}\) is a useful error indicator in model evaluation by k-fold CV.

### 5. Conclusions

Classification and regression are two of the most important tasks in machine learning. Although there are kinds of good models, the parameters or model settings have a strong impact on performance when solving real problems. Models are usually selected or evaluated by the prediction error. Thus, error estimation has been promoted using variance analysis of k-fold CV, which can also provide a novel way for guiding model selection. The contributions of this paper are as follows: (1) When the numbers of samples and folds are both large enough, we proved that CV variance and its accuracy (EAD) have the quadratic relationship, allowing the accuracy to be improved quantitatively by reducing the variance. (2) The inherent relationships between CV variance and its key factors have been derived, thereby it is feasible and reliable to predict which variance is less before applying k-fold CV. Theoretical explanations have been given for some empirical evidence of Rodriguez and Kohavi from the respect of variance analysis. (3) The bias of CV error is generally related to \(k\), while the proposed normalized variance has significant correlation with the error and is unrelated to \(k\) so that it can serve as a stable error measurement in classification and regression. Moreover, our theorems support the fact that large data size and repetition are effective ways for k-fold CV to improve the accuracy of error estimation from the perspective of variance analysis.

Although the two ways are helpful for error estimation, we cannot ignore the issue of computational efficiency, especially for big data. Finding effective data partitions or sampling methods during the CV procedure might be a means of reducing the computational cost, and will therefore be a focus of our future work. Moreover, the robustness of the proposed approaches and how to promote the accuracy of error estimation when the distribution of the group mean is severely nonnormal are worth further exploration.
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