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1. Introduction

Granular computing (GrC), which is a term coined jointly bggdéh and Lin [22, 23, 49, 50], plays a
fundamental role in information granulation of human re@sg. Since then a rapid development and a
fast growing interest of GrC have been witnessed [18, 1928030, 32, 47, 48]. Granular computing
is often loosely regarded as an umbrella term to cover teepmethodologies, techniques, and tools
that make use of granules in complex problem solving [46ved granular computing models such
as computing with words, rough set theory and quotient sgfa@ery have been successfully used in
many fields, especially in artificial intelligence. Granujeanulation and granularity are regarded as the
three primitive notions of GrC. A granule is a clump of obgedrawn together by indistinguishability,
similarity and proximity of functionality. Granulation ain object leads to a collection of granules.
The granularity is the measurement of the granulation @egf®bjects [32]. Yao [47] thought that the
framework of GrC is based on three perspectives: philosapleyhodology and information processing
paradigm .

Multi-attribute decision making (MADM) is a kind of impont& decision making problem. One of
the tasks in MADM is to find the most desirable alternativé(sin a group of feasible alternatives with
respect to a finite set of attributes [15, 27]. MADM has becantt research topic over the last three
decades, and has been extensively applied to various areasas society, economics, management,
and others [7, 13, 15, 26, 27, 35]. GrC could be a new persfeefdi solving multi-attribute decision
making problems, and several relative works have been sslellg8, 9, 13, 14, 24, 25, 29, 31, 35]. By
replacing equivalence relations with dominance relati@reco et al. [8, 9] generalized classical rough
sets to dominance rough sets for analyzing multi-attrilolgision making problems. Herrera et al. [13]
used multi-granular linguistic information to solve MADMgblems. Hu et al. [14] presented a fuzzy
preference rough set model and concluded that the lower@petr @pproximations in their model can be
understood as the pessimistic and optimistic decision marmreasoning. Liu et al. [24, 25] employed
an attribute reduction approach to determine the weightttabutes. Qian et al. [29, 31] developed
methods to rank objects with interval and set values based lonal dominance degree and a global
dominance degree. Song et al. [35] defined an ordered mutfgahiation to calculate the weight of
each criterion and the directional distance index with Wwesdor obtaining a total rank of all objects.

Many multi-attribute decision making researchers use thighted mean operator to aggregate eval-
uation information. This aggregation process is based erafisumption that the attributes are inde-
pendent of one another and their effects are viewed as aslditHowever, the interdependence and
interaction among attributes are very common in many redfiattribute decision making problems.
Then the independence assumption is too strong to matckialediehaviors in the real world. To over-
come this limitation, Choquet [4] introduced a useful toalled Choquet integral to model not only the
importance of each attribute but also the importance of eaelition of attributes. The importance of
a family of attributes may not be the sum of the importanceawheattribute and it can be smaller or
greater, due respectively to redundancy or synergy amangtthibutes. Under the framework of the
Chogquet integral, fuzzy measures can be used to descrigmadtions among attributes and also model
the relative importance of attributes. Recently, the Clebdéntegral has been studied and applied widely
in multi-attribute decision making [2, 5, 6, 7, 11, 17, 34, 33, 44]. Ashayeri et al. [2] applied the
Choguet integral operator in supply chain partners and gorgtion selection problem. Chen et al. [5]
developed an identification procedure for calculating Xhduzzy measures by using sampling design
and genetic algorithms. Demirel et al. [6] showed a sucaéasgbplication of the multi-attribute Choquet
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integral to a real warehouse location selection problemim§arurkish logistic firm. Fan [7] indicated
that the Choquet integral should be studied further in raittibute decision making. Grabisch [11]
introduced an iterative method to identify the fuzzy measutojadinovic [17] proposed an alternative
unsupervised identification method based on the estimafitime fuzzy measure coefficients by means
of information-theoretic functionals. Sekita [34] studlien the\— fuzzy measure identification. Xu
[43] and Tan [36] applied the Choquet integral to multi-efié inteval-valued intuitionistic fuzzy deci-
sion making and group decision making problems. Yang etld]. §tudied the decision making problem
in which the evaluation values are linguistic arguments dexkloped some new aggregation operators
by using the Choquet integral.

Clearly, the definition of the fuzzy measure is required kefasing the Choquet integral as an ag-
gregation operator. Some researchers [2, 6, 11, 36, 43, a4 the fuzzy measures of the attribute
sets directly, which requires the knowledge of subjectistngates for the alternative set. The others
[5, 10, 17, 34] used complex computing process to calculetduzzy measures of attribute sets. While
if the number of attributes is large, it is rather unrealistic to assume that2ie— 2 fuzzy measures
on the attribute set can be provided by the decision makgestikely. In addition, the evaluation values
of attributes and their distribution characteristic haeeio greatly ignored in the latter methods such
as [5, 10, 34]. Kojadinovic [17] estimated the fuzzy measurg the information contents of attribute
sets under the utility function expression. In the weightezhn method, Liu et al. [24, 25] defined the
importance degree and weight of each attribute by intaggatitribute reduction of rough set theory and
information entropy method in Data Mining. These weightuasition methods considered the judgment
information and its distribution characteristic and theg data-driven objective computation methods.
However, some decision makers would like to express theemgate information under different at-
tributes in different forms such as utility function, mplicative preference relation, fuzzy preference
relation and ordinal ranking in MADM. Then it is a very intsting work to compute the fuzzy measures
of attribute sets in different formats. Motivated by the iof Kojadinovic and Liu, the main aim of our
research is to determine the fuzzy measures of the attriimiseobjectively by granular computing for
solving the interdependent multi-attribute decision mgkiroblems in which the preference information
is expressed in different forms.

The rest of this paper is organized as follows. The model dfirattribute decision making problem
is reviewed and the preorder granular structures of the foeference forms: utility function, multi-
plicative preference relation, fuzzy preference relatiowl ordinal ranking are presented in Section 2.
In Section 3, the similarity degree of preorder pairs is aafiand the properties are also analyzed thor-
oughly; a fuzzy measure of an attribute set is given objeltibased on the new similarity degree. Two
illustrative examples are shown in Section 4. Finally, dosions and future works are given in Section 5.

2. Preorder granular structure in multi-attribute decisio n making

Before going into detail, the model of multi-attribute d#on making is reviewed in the following sub-
section.
2.1. The model of multi-attribute decision making

Multi-attribute decision making could be described by nteahthe following sets. A discrete set of
feasible alternatived’ = {uq, ..., u;, ..., u, }(n > 2); afinite set of attributesd = {ay, ..., a4, ... ,an }



334 B. Wang et al./Preorder Information Based Attributes’ Viiségl earning in Multi-attribute Decision Making

(m > 2). A decision maker evaluates the alternatives under thibwtits inA. And some aggregation
methods can be used to integrate the evaluation informaliba decision maker’s preferences over the
alternative set might be expressed in the following one arenfiarms.

(1) Utility function[7, 43]

The preferences under an attribujeare given as a set ofutility valuesV* = {viy, ..., Vik, ..., Unk },
whereuv;;, represents the utility evaluation af with respect to the attribute, .

(2) Multiplicative preference relatiof33]

The decision maker’s preferences @rundera; can be described by a positive preference relation
Pk = (pfj), Wherepfj indicates a ratio of the preference intensity of altermatiyto ;, i.e., it is in-
terpreted asy; is pfj times as good as; undera;. Saaty suggests thpfj should be measured on a
1-9 scale:pfj = 1 indicates indifference between andu;, pfj = 9 indicates thats; is unanimously
preferred tou;, andpfj € {2,...,8} indicates intermediate evaluations. It is usual to assitmaertulti-
plicative reciprocity property; - p¥; = 1 (Vi, j) andp}; = 1.

(3) Fuzzy preference relatioji 2]

The decision maker’s preferences@rundera; can also be described by a fuzzy preference relation
Q" = (¢f;), whereg}; (0 < ¢}; < 1) denotes the preference degree or intensity;aiveru;: ¢;; = 3
indicates indifference between andu;, andqu > 1 indicates that; is preferred tas;. Generally, it is
assumed that; + ¢; = 1 (Vi, j) andgf; = 3.

(4) Ordinal ranking of the alternativef3]

The decision maker gives the preferenceslbmnder an attribute;, as an individual preference
rankingO* = {o*(uy),...,0"(u;),...,0"(u,)}, whereo® (u;) is the rank or priority assigned to alter-
nativeu;. This expression dates back at least to Borda's “method okshav” (u;) = o*(u;) (i # j)
is allowed, that is to say, some alternatives are tied in splaees. LetU = {uj,us,ug,us}. O =
{1,4,2.5,2.5} is a preference ranking under an attributd he ranking 2.5 indicates that alternative
andu, are tied for the second.

Example 2.1. A customer is going to buy a car. Five cars are to be evaluatgédenoted by, us, us, uy
andus. The following attributes are considered— breaking performance,— fuel economy (L/100km),
as— comfortable levelas— operating stability. Letd = {aq,a2,as3,a4}. The preferences under the
breaking performance may be given in the ranking formCas = {o'(u1), 0! (uz), 0! (u3), o' (u4),
o'(us)} = {2,3,1,5,4}; the preferences under the fuel economy are in the utilitgtian form as
V2 = {v12, v22, v32,

v42,v52} = {10,11,9, 8,9}; the preferences under the comfortable level are in the ptichitive prefer-
ence relation form as

= = W= N =
N[— 0| D= = NI
L RWw = O W
I U [0 SN
= R Wl DN
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the preferences under the operating stability are convieytiwk fuzzy preference relation form as

0.5 055 0.7 095 05
0.45 0.5 0.65 0.9 0.45
Q*=1| 03 035 05 075 03
0.05 0.1 025 0.5 0.05
05 055 0.7 095 05

The resolution of a multi-attribute decision making praobleonsists of obtaining a set of solution al-
ternatives by integrating the different preferences utigegiven attribute set. In the integration process,
different weights of the attribute sets directly influenbe Choquet integral decision result. Conse-
qguently, it is necessary to obtain the attributes’ ratiomaights. In the following section, we are going
to propose a new data-driven method which is based on gracotaputing to compute the weights of
attribute sets. In what follows, the two key GrC notions gitas and granulation are defined in MADM
with different evaluation forms.

2.2. Preoder granular structures in the four evaluation forms

Constructing a granular structure is a vital work of GrC. Se stould analyze and define granular
structures in multi-attribute decision making first.

Definition 2.2. [16] A preorder is a binary relatio® over a set/ which is reflexive and transitive, i.e.,
foranyu in U, (u,u) € P (reflexivity); if (v,v) € P and(v,w) € P, then(u,w) € P (transitivity).

In this paper, a preorddP is symbolled by *p”, then (u,v) € P denoted by % =p v". We call
[u]=P = {v € Alv =p u} the non-inferior granule of. U/ =p= {[u]~F|u € U} is the granulation of
U induced byP. In what follows, we construct the granulationsloin the above four evaluation forms.

(1) Utility function

Let VF = {vig, ..., vix, ..., vnx D€ an utility preference provided by a decision maker apdep-
resents the utility evaluation. For a profit attribute, dqtx= {(u;, u;)|vi, > vji|us,u; € U}, for a
cost attribute, let-yx= {(us, uj)|vir. < vji|us,u; € U}. In the following, we take the profit attribute
for example, for anyu; € U, vy, > vk, (ui, ui) €=yw, SO =y« is reflexive. If (u;, uj) €=y and
(uj,uy) €=yk, We havev;, > vj, anduvy, > vy, thenvy, > vy, S0 (ui, u;) €=k, thus=y .« is transi-
tive. Therefore, we conclude that, » is a preorder. Then, the granulationléfinduced by, can be
formed ad// =y x= {[u;]=v*|u; € U}.

(2) Multiplicative preference relation

In a decision making process, a consistent multiplicativefgrence relationrP* = (pfj) which
satisfies the conditiorp}; - p¥ = pfi, (Vi,j,1 = 1,2,...,n) is desired and if a multiplicative preference
relation is not consistent, some ready-made methods age givtransform it to be consistent [33]. Let
P* be a consistent multiplicative preference relation arlg. = {(Ui,u.]')|p§:j > 1,u4,u; € U}. For
anyu; € U, we havepl, = 1, (uj, u;) € =}, S0 =1, is reflexive. If (u;,u;) € =L, (uj, w) € =hy,

Pl > 1 andpj?l > 1, pl = pf; -pj?l > 1, 50 (ug, ;) € =, Which means that 1, is transitive. It can
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be concluded that})k is a preorder. Therefore, the granulationlbfnduced byz}),c can be formed as
U/ =hi= {[ui] 7 u; € UY.
(3) Fuzzy preference relation

In a decision making process, a consistent fuzzy prefereglation Q¥ = (qu) which satisfies the
condition: ¢f; + ¢% — ¢}y = 3, (Vi,j,k = 1,2,..,n) is desired and if a fuzzy preference relation is
not consistent, there are some ready-made methods todrangfto be consistent [12]. LeD* be a

uij,u; € U} For anyu; € U, we

1
consistent fuzzy preference relation a@gk: {(ui,uj)|qu > 1

1 1 _ 1 1
haveqt = 1, (u;,u;) € =n 5022 is reflexive. If (uj, ;) € =2y (uj,w) € =p, q; > 5 and

1 . 1 .
> 54 =4+ -5 > 3,50 (ui,w) € =2, which means thak?, is transitive. It can

1
be concluded that(f?k is a preorder. Therefore, the corresponding granulatioti oain be formed as
1

1 —2
U/ =2={[w] <" |u; € A}.
(4) Ordinal ranking of the alternatives
Given an individual preference rankindf = {o* (u1), ..., 0" (u;), ..., 0" (un)}. Let=gr={(ui, u;)|

oF (u;) < o’“(uj)}. Similar to Case (1), it is easy to prove that is a preorder. Then, the granular struc-
tureU/ > o induced byO* is constructed a&/ = w= {[u;]=0" |u; € U}.

Example 2.3. (Continued from Example 2.1) We construct the correspangieorders and extract the
preorder granular structures under different attributes.

The preorder determined by the evaluation information urdeand the corresponding preorder
granular structure are given as

=or={(us,u1), (us, u2), (us, us), (uz, us), (us, us), (u1,ur), (w1, uz), (w1, us),
(u1,us), (ug, u2), (u2,us), (w2, us), (us, ua), (us, us), (wa,us)}

and
U/ =or= {{u1,us}, {u1,u, us}, {us}, {w1, ue, us, ua, us}, {ur, ug, us, us } },

respectively.
The preorder extracted from the evaluation informationeund and the corresponding preorder
granular structure are shown as

mye= {(ug, ur), (ug,u2), (us, us), (ug, us), (us, us), (us, u1), (u3, ua), (us, us),
(Ug, U5), (U5, Ul), (U5, ’UQ), (U5, U3), (U5, U5), (ula Ul), (Ul, uQ)a (UQ) ’UQ)}
and
U/ EVQZ {{ulau3a Uq, U5}, {ula U2,uU3,Uyq, U5}, {U3, Uyq, U5}, {U4}, {U3, Uq, U5}}

The preorder extracted from the preference informationeung and the corresponding preorder
granular structure are given as

b= {(u1, u1), (u, ug), (w1, uq), (ur, us), (ug,ur), (uz, uz), (uz, ug), (uz, us),
(ug,us), (us,us), (us, ua), (v, us), (us, u1), (us, us), (us, us), (us, us)}
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and

U/ =ps= {{u1,ua, us}, {ua}, {1, u2, us, u, us }, {ur, ug, ua, us }, {ur, ua, us}}.

The last, the preorder extracted from the evaluation uagand the corresponding preorder granular
structure are displayed as

1
té4: {(ulaul)a (u15u2)) (u15u3)) (Ul,U4), (U1,U5), (u25u2)5 (’UQ,Ug), (u2)u4))

(UQ,U5), (U3,U3), (U3,U4), (U4,U4), (u5’u1)’ (u5’u2)’ (u5,U3), (u5,U4), (u5’u5)}

and

1
U/ té4: {{ula U5}, {U1,U2, U5}, {ulau2a us, U5}, {Ul, U2, U3, Uq, U5}, {Ul, U5}}

We have analyzed the preorder granular structures undemgie sattributea;, in different evalua-
tion forms and construct the corresponding granulations. afhe preorder granular structure under an
attribute set4 is presented based on the following proposition.

Proposition 2.4. Let U = {uq,...,u;,...,u,} be a set of the alternatives. #Hp, and>p, are two
preorders o/, then>p, N > p, is a preorder o/.

Proof:

For anyu; € U, (u;,u;) € =p, and (u;,u;) € =p,, we get(u;,u;) € =p, N =p, . Hence,
=p, N =p, is reflexive.

Let (us,uj) € =p, N =p, and(uj,w) € =p, N =p, . (s, u;) € =p, and(u;,u;) € =p,, then
(uj,wy) € =p, . Similarly, (u;,w;) € =p, . Thus, (u;,u;) € =p, N =p, . We have that-p, N =p, is
transitive.

Therefore,~p, N > p, is a preorder. O

Proposition 2.4 shows that the intersection of the finitepters is also a preorded = {a;, as, . ..,
am} is a nonempty attrioute set. LE¥ be the preorder under the attributg Let P4 = N, Pk Itis
easy to prove thaP* is a preorder and is called the preorder of the attribute skt

Example 2.5. (Continued from Example 2.3) Based on the results in Exarf8e we calculate the
preorder under the attribute sétand lay out the granular structure as

4
=pa =y P*

=01 Nz N = N s
= {(u1,u1), (uz, uz), (us, us), (ug, ua), (us, us) }

and

U/ zpa= {{ur}, {uz}, {us}, {ua}, {us}}.
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3. Attributes’ weights learning method based on preorder ganular
structure

The evaluation information under one attribute correspdnca unique preorder, so we can analyze the
relations of attributes and determine the weights by theserders. In what follows, we investigate the
importance of attributes via preorder granular computirgghod. One should note that the following
preorder granular structures can be constructed from amypbiine above four forms.

3.1. Preorder similarity degree

Similarity measure is fundamentally important in almostrgvscientific field. In this section, we will
further study the similarity degree between a pair of premsd

Definition 3.1. LetU = {u,...,u,,...,u,} be a nonempty finite set amtibe the set of all preorders
onU. For anytpl, tp2€ P, U/ tplz {[ul]b’l ey [uz‘]tpl sy [un]tpl }, U/ tp2= {[ul]t’ﬁ,. Cy
[u;]=F2, ..., [u,])=F2}. We define the similarity degree betweem, and>p, as
|[wi]) =" © [ui]= P2|
szm(>p1,>P2 n_1 Z (l)

whereo denotes the symmetric difference of the sets.

Proposition 3.2. LetU = {uy,...,u,,...,u,} be anonempty finite set aftbe the set of all preorders
onU. Forany>p,,=p,€ P,0 < sim(>=p,=p,) < 1.

Proof:
Since = p, and = p, are reflexive, for any; € U, {u;} C [w]=, {u;} C [uz]>P2 then) C

[wi]="1 © [u]=P CU — {ui}, s00 < [ui] =P © [ui]=F2| <n—1.Thus,0 < —”“Z] Lol 721 < ”nl,
0< Ll S [[wi]~ Pl@[uz] 2| <1,0<1-— m S W < 1. Therefore,

Ogsim(tpl,tpg)gl. O

Proposition 3.3. LetU = {uy,...,u;,...,u,} be anonempty finite set afthe the set of all preorders
onU. Forany-p,,=p,€ P, sim(=p,, =p,) = sim(=p,, =p,)-

Proof:
The set operatop is commutative, so the similarity measure is also comnugati O

Proposition 3.4. If =p, =>p,, thensim(=p,, =p,) = 1.

Proof:
Since’= p, ==, for anyu; € U, u =1 = [u]="2, [[u]="1 & [u]="2| = 0] = 0. Thus,
sim(=p,=p,) =1-—-25", W
=1-5X0
—1-0
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Proposition 3.5. LetU = {uy,...,u;, ..., u,} be anonempty finite set afthbe the set of all preorders
onU. If =p, is atotal order ane_F;,}:zPQ, thensim(>=p,, =p,) = 0.
Proof:

Since’- p, is a total order, without loss of generality, tetp, = {u1 =p, uz... =p, u;... =p, up},
thenip2:§;11: {un Py Up—1-e. Py Uj... =Py ul}. For anyu; € A, [ui]b’l = {ul,ug, ey Ui,
wiy and[w;]=72 = {up, Un_1, . .., uir1, i}, then|[u;]=" © [u;]="2| = |U — {u;}| = n — 1. Therefore,

sim(zp,mp) = 1— ;i Yo, ol
—1__1 yn n-1
- n—1 i=1 n
=1-1
= 0. 0

Proposition 3.5 shows that the similarity degree betweendmmplete reverse preorders reaches the
minimum value0. It is similar to our intuitive feeling. In addition, we callate the similarity measure
between the two special preorders: the identity relafien { (u;, u;)|u; € U} and the universal relation
E=UxU = {(u, uj)|u;,u; € U}.

Proposition 3.6. Let U = {ui,...,u;,...,u,} be a nonempty finite set/ and £ are the identify
relation and the universal relation éh Then,sim (>, =g) = 0.

Proof:
Sincet]: {(uz,ul)|ul S U}, E=UxU= {(ui,uj)|ul-,uj S U}, [UZ']EI = {ul}, and[ui]tE =U.
So[u;)=! © [w;]"F = {u;} ©U = U — {u;} =n — 1. Thus,

sim(=1, =) =1— 2y [wlZrohl=r|
=1- YL
= 0. O

In fact, the identity relation means that each elemertf iis distinct, and the universal relation tells
that the elements ify are all the same. There exist pretty different logical megsibetween these two
preorders.

Proposition 3.7. LetU = {uy,...,u,,...,u,} be anonempty finite set aftbe the set of all preorders
onU.If =p C=p,C=p;, thensim(=p,, =p,) = sim(=p,, =p,) ANdsim (= p,, =p;) = sim(zp,, = p

).

Proof:
By the condition>= p, C= p,C= p,, We can easily gefu;]="1 C [u;]=2 C [u;]=Fs, then([u;]=P ©
[wi]="2) C (=p, ©[ui]=), sol[wi]="1 © [u;]=72| < [[wi]=" © [u;]="s|. Therefore,

- -
; _ 1 n|[u]=P1ofui] = P2
Szm(tPu t1:'2) =1- n—1 Zz‘:l n

1 =P ofw] =)
>1——==>" "

sim(=py, Zpy)-

The proof ofsim(>=p,, = p,) > sim(>p,, = p,) follows in a similar manner. 0
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The properties above show that the similarity degree prexpa@s this paper are reasonable and in
what follows we will use the similarity degree to measureithportance of the attribute sets in multi-
attribute decision making.

3.2. Weights of the attribute set

In the framework of the multi-attribute decision makingg thteraction phenomena among attibutes can
be reflected by a discrete fuzzy measure:.(A’) can also be interpreted as the importance of the subset
A C A.

Definition 3.8. [6, 11] A set functiory: 2X — [0, 1] is called a fuzzy measure if it satisfies the following
properties:

(1) u(®) =0;

() wX)=1

(3) n(A) <p(A)if A/C ACX.

The fuzzy measure df equals td) and the fuzzy measure of the whole attribute set reaches a max
mum 1. The monotonicity of the fuzzy measure means that the impoetaf an attribute subset cannot
decrease when a new attribute or some new attributes ard &alite The main characteristic of a fuzzy
measure is the non-additivity, which enables it to repreflerible the various kinds of intersections
among the attributes, ranging from redundancy (negatiegdntion) to synergy (positive interaction).

When using a fuzzy measure to model the importance of abatitrisubset, the Choquet integral is
a suitable aggregation function. We can rank alternatieesraing to the value of the Choquet integral
in multi-attribute decision making.

Definition 3.9. [11, 43] LetA = {a1,...,qa,...,a,} be a set of attributes anfl be a real-valued
function onA, the Choquet integral of with respect to a fuzzy measugeon A is defined as

©) / fp=3"1f(aw) - Flar)lu(Aw) @
=1
or equally by
©) / fip =Y [u(Ag) — p(Ausn) flag) 3)
=1

where the parentheses used for indices represent a peionudatd such thatf (a;)) < ... < f(ag)),
f(a(())) =0, A(Z) = {a(i)’ s ’a(m)}a andA(m+1) = 0.

The Choquet integral generalizes the WA and the OWA opesasmd has good aggregation proper-
ties such as idempotency, boundedness, commutativityptooicity.

Itis a very important and difficult work to determine the fyzmeasures of attribute sets before using
the Choquet integral to solve a multi-attribute decisiorkimg problem. Many researchers suppose that
the fuzzy measure was given subjectively in their modelsil&\the judgments of the decision makers
occasionally absolutely depend on their knowledge or éxpee, and to some extent, the subjective
weights are tinctured with prejudice, so an objective wasighmethod desired. In fact, the similarity
degree of the preorders corresponding to the attributessetvaluable information to determine fuzzy
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measures of the attribute sets. In what follows, we use téasity degree to depict the importance
(weights) of the attribute and the attribute set.

LetU = {ui,...,u;,...,u,} be a feasible alternative set ald= {ay,...,q;,...,a,} be an
attribute set. The preferences of the alternatives areiaiead under each attribute. The preorder under
the attribute sel’(A’ C A) onU is defined ag-par= (\,c 4/ (= pa).

Definition 3.10. LetU = {u4,...,u;,...,u,} be a feasible alternative set,= {ai,...,a;,...,am}
be an attribute set. We define a measuf A'(A’ C A) as

ﬁ(A/) = S’L'm(EPA/,EPA), (4)
specially, we sefi() = 0.

Theorem 3.11.Let U = {uq,...,u;,...,u,} be a feasible alternative set, = {a1,...,ai,...,an}
be an attribute set. The alternatives are evaluated undératibute in the four different preference
forms. Theny defined above is a fuzzy measure 4n

Proof:

(1) According to the definition abovg, () = 0.

(2) By proposition 3.4ji(A) = sim(>=pa,=pa) = 1. So,;1(A) = 1 holds.

(3) Let A1, Ay C A, andA; C Ay. We easily have that pa C> pa, O pa,, by Proposition 3.7,
sim(>pa, EPAQ) > sim(>=pa, = pA; ), i.e. Sim(tPAQ, =pa) > Sim(tPAl ,=pa). Sop(Ay) <
1(Az). Hence i is a fuzzy measure oA.

This completes the proof. O

The method for determining the fuzzy measure of an attrisaetds shown in Theorem 3.11. It is
a data-driven method and the fuzzy measure can be calcdtat@dthe real evaluation information in
whatever form. As analyzed in [37], the weights (fuzzy meepof the attribute set are sometimes not
consistent with the decision maker’s subjective prefezsenso the combination of objective method and
subjective method might be appropriate for determiningwieéghts of the attributes. In this study, we
only consider the objective one.

4. |lllustrative examples

In this section, we use two examples to illustrate the ddtetion processes of the attribute sets’ fuzzy
measures. The first example involves a decision making @molvith hybrid evaluation forms. The fol-
lowed one shows not only the determination processes ofitmyfmeasures, but also the computations
of the Choquet integrals for a decision making problem witrepevaluation form as utility function.

Example 4.1. We continue to use Example 2.1 and the granular structuréxample 2.3 to illustra-
tive how to compute the fuzzy measures of attributes. Thexdaur attributes involved in this deci-
sion making problem. According to the definition and projesrof the fuzzy measurg() = 0 and
i({ai,as,a3,a4}) = 1, then2* — 2 fuzzy measures need be determined by the proposed GrC method
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Let A = {a1, a2, a3, as}. Take the calculation gi({az, as, a4 }) for example. The preorder granular
structure of the whole attribute sgt;, as, as, a4} has been calculated in Example 2.5 as

U/ =pa={{ur} {u2}, {us}, {ua}, {us}},
and we should calculate the preorder granular structufefus, a4 }. Proposition 2.4 gives the method
of constructing the preorder granular structure of antaite set, so

U/ = ptag.azaqy  =>=paz N = pas N > pay
=ry2 N zps N =4
= {{ur, us}t, {ua}, {us, us}, {ua}, {us}}.
Then, by using Eq. (4), we have

/j({a27a37a4}) = Sim(tP{%,aB"M}vtPA)
-1 _ 5T11 x ({U17U5§@{U1} + {uz}?{m} + {%ﬂsg};@{us} + {U4}§{u4} i {u5}?{us})

=1- 75 x(1+1)

4x5
=0.9.
Similarly, the following fuzzy measures can be calculated.
u({a1}) = 0.5, w({az}) = 0.45, i({as}) = 0.45, w({as}) = 0.45,

(
ﬁ({al,ag}) == 075, ﬁ({al, ag}) = 075, ﬁ({al, a4}) = 075, ﬁ({az, ag}) = 085,
/7({(@,@4}) =038, /j({afﬂv a4}) = 0.6, /j({alv a27a3}) =1, /j({alv az, a4}) =0.95
ﬁ({al,ag,cu}) = 0.8, ﬁ({ag, as, a4}) =0.9.

From the fuzzy measure calculated above, one can find that ¢xést greatly redundancy between
attributeas anday, for the reason thai({as}) + f1({a4}) is much bigger thap({as, a4 }). Actually, a3
(comfortable level) has a positive correlation with(operating stability).

Without the help of transformations between utility fuoctiand other evaluation forms, we cannot
gain the comprehensive results of alternatives by using(Egor Eq. (3) for this example. Here, we
only calculate the fuzzy measures of the attribute setss dinie of our further works to aggregate the
multi-attribute preference information with hybrid forms

Example 4.2. In this example, we suppose a decision maker provides alpriserences in the utility
function form. There are five students need to be ordered dyé#rformances with respect to three
subjects:a; — Mathematicsay,— Physics andiz— Literature. They are evaluated on each subject on a
scale of 0 to 100. The evaluations are presented in Table Lisé/éhe fuzzy measujeand the Choquet
integral to calculate the comprehensive result.

Table 1. The evaluation of five students

Mathematics Physics Literature
Uy 95 90 65
U 85 80 75
us 90 85 80
n 80 85 90

us 75 80 80
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Firstly, the preorder granular structures of the attritagts are computed as follows. We only give
the representative ones, the rest of the attribute subsetinailar.

U/ tvlz {{ul}a {ulau2a Ug}, {Ul, U3}, {U1, U2, U3, U4}, {ulau2a us, uq, U5}},

U/ =ve={{ur}, {w1,u2,uz, ug, us}, {ur, us, ua}, {ur, us, ua}, {ui, uz, us, ug, us}t},
U/ =ys= {{u1,ug, us, ua, us }, {ug, u3, ua, us }, {us, ua, us }, {va}, {us, ua, us}},
U/ t‘/l»Q: U/(tvl m EV2) == {{'Ll,l}, {u17u27u3}7 {u17u3}7 {u17u37u4}7 {u17u27u37u47u5}}7
Ul my128=U/(zy1 N =y2 N =ys) = {{ur )}, {uz, us}, {us}, {ua}, {us, us, us}}

Secondly, calculate the fuzzy measure on the attributd set{a; = Mathematics,as = Physics,
as = Literature} based on the similarity degree and Eq. (4).

ian}) = sim(zy1, Zyr2a)

;] Pvle ZpVy
=1- 5 2 i L [ui] P72 |
=1—1x (!{”1}@{“1}‘ + '{“17W7u3}6{u27u3}| 1 ot} |

{u1,u2,us, M}@{M}\ [{u1,u2,us, U4,ua}9{U3,U4 us }|
5 + 5 )

—1-ix@+irieicd

—1_1,7
=1 X5

= 0.65.

Similarly, we compute the fuzzy measures of the other sudfsét 1i({a2}) = 0.55, u({as}) = 0.6,
ﬁ({al’aﬂ}) = 075 ﬁ({ala a3}) =1, ﬁ({a’2a a3}) = 0.85, ﬁ({al)a%ai’)}) =1

Thirdly, with the fuzzy measure computed above, we caleulaé Choquet integral of the five stu-
dents by using Eq. (3).

Ch(ul,u) =95 x p({a1}) +90 x ({a1, a2} — p{ai}) + 65 x ({a1, a2, as} — p{ai,az}) = 85.75,
Ch(ug, 1) = 85 x fi({a1}) + 80 x (a{a1, a2} — pfa1}) + 75 x ({ar, az, as} — fi{ar, az}) = 8L.75,
Ch(us, 1) =90 x i({a1}) + 85 x (u{a1, a2} — p{ar}) + 80 x (uf{ay,as, a3} — p{ar,a2}) = 86.75,
Ch(ug, 1) =90 x pi({as}) + 85 x (p{as,as} — p{as}) + 80 x (uf{as, az, a1} — p{as, az}) = 87.25,
Ch(us, t) = 80 x p({as}) + 80 x (p{as, a2} — p{as}) + 75 x (pf{as, az, a1} — p{as,as}) = 79.25.

Finally, we rank the students with respect to the comprahengsults calculated by the Choquet
integral:

Ug > U3 > UL > U2 > Us.

According to the ranking of the five students, we concludé thacomes first and:; the last. One
may find thatus anduy with the same scores in Physics and with the reverse scoMatlmematics and
Literature, while the Choquet integral of is bigger thanus. It is because that the fuzzy measure of the
set{ai, az} is much less than the sum of the fuzzy measures @nda, and the fuzzy measure of the
set{asq, as} is slightly less than the sum of the weightsiefandas. That is to say there exists much more
redundancy interaction between Mathematics and Physacsthiat between Physics and Literature. The
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Choquet integral results reflect the interactions betwéebates. If we use the weighted mean operator
to aggregate the score; would be better thany for that the individual weight of; is better than that of
ag. In fact, the weighted mean operator does not consider thendaahcy between attributes, the results
are not rational and not accord with the judgements of us.

Both of Kojadinovic’s mutual information method and the ggated method are data-driven unsu-
pervised weights acquisition methods. Different from Kijevic's method, the presented method has
two main characteristics: one is that the different prafeeeforms expressed by decision makers are
considered, while Kojadinovic's method only deals withitgtifunction expressed MADM problems;
The other is that the fuzzy measures (weights) of attribete @&re derived from analyzing the dominance
relations induced by the judgments under the corresporatindpute sets, while it is rather complex to
estimate the probability distribution before computing thutual information in Kojadinovic’s method.

5. Conclusions and future works

In the present research, we have proposed a GrC based detagrights learning method for solving
the MADM problems with different preference forms. The wdig.e. fuzzy measure of attribute set is
defined by the similarity degree of a special pair of preogtanular structures, which provides a new
and objective way to determine the weight of an attributesstiinder different preference forms.

The followings are the issues to be concerned in our furthemkwbuild the general flow of the
Choquet integral based MADM with different preference ferrdetermine weights of attribute set by
GrC method when the evaluation information is incomplexpj@e the practical fuzzy measure learning
method in order to overcome the “curse of dimensionality”.
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