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A B S T R A C T

This paper introduces concept lattice and granular computing into ontology learning, and presents a unified research model for ontology building, ontology merging and ontology connection based on the domain ontology base in different granulations. In this model, as the knowledge in the lowest and most basic level, the domain ontology base is presented firstly, which provides a uniform technology for ontology learning on the whole; secondly, in order to better understand problems rather than be overwhelmed by unnecessary details, granular computing is introduced to abstract and simplify domain ontology bases in complex domains. Moreover, the similarity of concepts in different granulations is introduced to help domain experts judging relations except for inheritance relation, and the similarity of ontologies in multi-granulations is introduced to measure the degree of connection of ontologies; finally, based on similarity models mentioned above, the ontology building, ontology merging and ontology connection can be obtained in different granulations with the help of domain experts. It is shown by instances that the application of the model presented in this paper is valid and practicable. Although there are still some problems in applications of this model (for example, ontology learning cannot dispense with the intervention of domain experts yet), this paper offers a new way for combining ontology learning and concept lattice.

Crown Copyright © 2011 Published by Elsevier B.V. All rights reserved.

1. Introduction

The term ontology is borrowed from philosophy. In 1993 Gruber proposed a most popular definition of ontology, that is, ontology is an explicit specification of a conceptual model [1]. Later Borst modified it slightly, and he presented that ontology is a formal and explicit specification of a shared conceptual model [2]. Although ontology is defined in different ways, researchers’ recognition of it is unified from the perspective of essence. Since 1990s, research, exploitation and applications of ontology in computer area has become a hot issue, and ontology has gradually attract much attention of researchers in many areas, such as knowledge acquisition and representation, planning, process management, database framework integrated, natural language processing, business simulation etc. Along with going deeper into applications of ontology, some new mature and effective ontology learning methods are needed to support new demands, so it is necessary to make an active exploration on new methods. In recent years, many tools and techniques have been used to ontology research, and then a mass of theories and methods have been achieved [3–11], such as the use of formal concept analysis cannot only weaken subjective effects in the process of ontology learning from developers, but also can automatically acquire implied concepts and relationships among concepts.

Concept consists of extent and intent, and based on this philosophy Professor Wille [12] proposed formal concept analysis (FCA), which is a method for finding, ordering and displaying concepts in early 1980s. Concept lattice is an effective tool in FCA, and it is very suitable for mining potential concepts of dates. It has been widely studied [14–20] and applied to machine learning [21], software engineering [22] and information retrieval [23].

Ontology aims to build a shared model for the objective world perceived by human, but concept lattice builds the model for artificial world rather than real world. We can build ontology for a certain domain when there is no data, but concept lattice must be built on a given data set. From the view of ISO704 standard shown in Fig. 1, it is not hard to see that the focus concerned by concept lattice and ontology is different. Concept lattice pays its concerns on the concept level, while ontology more concerns the presentation level. These two formal methods of ontology and concept lattice have little difference, but concept lattice viewed as a useful tool can be introduced into ontology. There are some common application fields of concept lattice and ontology in the philosophy.
information science, concept knowledge processing, knowledge presentation layer and so on, where concept lattice and ontology are complementary rather than competition or repulsion. In many applications concept lattice is the supplement to ontology. This paper introduces concept lattice into some key issues in the research of ontology, such as ontology building and ontology merging.

At present there are mainly two ways for ontology building: (1) ontology is described with the help of domain experts; (2) ontology is discovered from domain data. The first way of ontology building is completely performed manually. In some complex application areas this task will waste much time and energy, and it is subjective. Ontology built by different people even domain experts will differ in thousands ways, so the built ontology breaches the original intention of the introduction of ontology. The second way builds ontology by automatic or semiautomatic means, so the workload of building ontology manually can be reduced and the quality of ontology can be enhanced. In the second way, some important achievements of applying FCA to ontology building have been gained, the representative methods are as follows.

Cimiano et al. [24,25] analyzed the usage of words in a text by FCA to obtain the correspond background knowledge, then formed a domain ontology construction method. This method has following advantages: the "concept-attribute" relation is analyzed automatically from the domain text, which has great significance of reference; the synonym problem is solved by means of processing the same noun in context to be the same word. However, there also exist some limitations, for example: the result output from the language interpreter may not be always correct, which will bring mistakes to the domain ontology construction; relations of concepts are relatively single, which consider the inheritance relation only. But concepts interact by relations objectively, in the ontology construction other relations except the inheritance relation can be defined according to the need; it only aims at the pure text of the domain and do not consider the domain ontology construction based on other formal domain dates.

Tao [26] proposed a method of applying FCA to the ontology building. This method has following advantages: self-developing plugin can obtain a formal context from domain concepts and relationships automatically, and combined with the participation of domain experts the semiautomatic domain ontology construction is realized; redundant concepts in the taxonomic structure can be eliminated, and needed concepts can be obtained; the development idea proposed the domain ontology construction should depend on the feedback loop and should be improved continuously, which is worthy of reference. However, there also exist some limitations, for example: based on the ontology modeling tool, the determinacy or limitation of modeling tool is brought into the domain ontology building; multi-valued attributes of the formal context are not fully considered so that the method is unsuitable for processing the multi-valued context; the plugin is taken as the media in the process of concepts conversing to the formal context, so that the complexity of conversion is increased. And some special relations in the initial model of ontology cannot be converted into corresponding formal contexts.

Haav [27,28] combined FCA with the rule-based language to perform a semi-automatic domain ontology building. This method has following advantages: a logic description of an ontology is realized, so that it is prone to reason and validate the ontology; an expansion mechanism of a domain ontology is proposed; non-taxonomic relations of a domain ontology and the ontology reasoning are fully considered. However, there also exist some limitations, for example: the conversion of initial ontology to set expressed by the first-order predicate logic needs FCA and rule language mapping that is complex, laborious and difficult to achieve; the formalization of domain ontology concepts is not enough to some extent; the concept extension is actually the number of domain texts, which results in the lexical gap of extension representation of domain ontology concepts. And the concept hierarchy relation established in this way is not conducive to express the relation between instances of the domain ontology.

Obirko et al. [29] applied FCA to the domain ontology building in GACR project. This method has following advantages: it provides a distributed ontology editing environment; a complete set of edit-modify mechanism for a formal context and a concept lattice is proposed, which has the value of reference; the visual concept lattice editing is realized. However, there also exist some limitations, for example: the whole process is such a continuous iteration process adjusted by adding or deleting concepts and attributes, so it is difficult to determine what contents need to be added or deleted and when the process is ended; the generation of formal context is required to be completed manually; it starts with empty objects and attributes, so the adding of objects and attributes is very complex, and the workload is heavy. Therefore, it is only appropriate for the small domain ontology construction. In general, the level of automatism of this method is lower than above methods.

The ontology merging is a process of merging two or more source ontologies into one target ontology. Manual ontology merging is time-consuming, laborious and easy to make mistakes by using traditional editing tools. Therefore, some scholars have proposed a number of new systems and frameworks to help knowledge engineers to merge ontologies, and they depend on heuristic methods matched with the grammar and semantic meaning adopted by ontology engineers in ontology merging. In these new methods, some important achievements of applying FCA to the ontology merging have been gained, the following is a brief introduction of these methods.

Stumme et al. [30] proposed the FCA-Merge method applying FCA to the ontology merging, which adopted bottom-up way to give the description of global process of ontology merging. Through the use of natural language processing technology, the FCA-Merge method can draw up instances from a text document in a specific domain, and then compute the corresponding context to create source ontology. In the context, objects are documents and attributes are concepts in the ontology, a concept and a document are related if the concept appears the document. Contexts can be connected after apposition, and then a concept lattice pruned can be computed by the TITANIC algorithm. Finally the generated concept lattice can be converted into a result ontology.

Ganter and Stumme [31] proposed the OntEx method based on FCA. Similar to FCA-merger, OntEx also gives measures to ensure that all possible merging can be considered. In practical
applications, OntEx needs to combine with a heuristic method, and interacts with knowledge engineers. But when the interaction amount is high, the cost of providing these measures is also huge.

Chen et al. [32] proposed a novel ontology merging method based on WordNet and FFCA techniques, called FFCA-Merge. According to the FFCA-Merge information, two extant ontologies with the same domain can be converted into a fuzzy ontology. The new fuzzy ontology is a single coherent ontology of high standards, and is more flexible than a general ontology.

In summary, combination methods of FCA and ontology research are different aiming to different application purposes. Therefore each method has its own advantages and disadvantages. Although there are various problems in practical applications, concept lattice offers a new solution to the problem of ontology.

By analyzing above ontology building and ontology merging methods carefully, a new FCA-based domain ontology research method proposed in this paper, which can be viewed as a necessary complement to existing methods mentioned above, it mainly solved problems as follows.

- Although FCA with a strong mathematical foundation can easily offer some implicated concepts from a given data set, a great number of concepts will be produced when the quantity of objects or attributes is larger. And further useful concepts may be overwhelmed. In order to avoid this case, granular computing is introduced to ontology research, which can overcome the impact of complex domains to some extent. That is, the larger granulation helps to hide some specific details, and then the problem can be treated from the overall picture.

- Normally, existing ontology learning models only adopt different logic methods locally, which cannot provide a uniform technology for ontology learning on the whole. To avoid the problem mentioned above, a unified ontology learning method based on domain ontology base is presented in this paper. As the knowledge in the lowest and most basic level, the domain ontology base not only offers a uniform technology for ontology learning on the whole, but also is convenient for knowledge sharing and reuse in the lowest level.

- Ontology merging is a process of merging two or more source ontologies into a new one, but normally people only are interested in the connection rather than merging between ontologies. In this case, the paper proposes the ontology connection in different granulations, and gives the corresponding measurement in multi-granulations, which measures the connection degree of ontologies.

- Although concept lattice is a hierarchy model and it can be used to realize the hierarchy model of ontology, relations in the hierarchy model of ontology are relatively single (namely, considering the inheritance relation only). This paper provides a new similarity technology, which can help experts judge relations except for inheritance relation.

The rest of the paper is organized as follows. Section 2 briefly recalls basic notions of domain ontology and concept lattice; Section 3 defines domain ontology base in different granulations with the help of domain experts; Section 4 describes the ontology building and ontology merging based on domain ontology case in different granulations; Section 5 discusses the ontology connection between different ontologies, and gives the corresponding measurement in multi-granulations, which reflects the connection degree; conclusions and the discussion of further work will close the paper in Section 6.

2. Basic notions of ontology and concept lattice

Domain ontology aims to capture relational domain knowledge, provides agreed understanding of domain knowledge, determines recognized vocabulary and defines vocabulary and their relations explicitly at different levels of conceptualization. Human, database and application software share the domain knowledge by means of domain ontology.

A domain ontology is usually approximately defined as a binary group $C = (\mathcal{E}, \mathcal{R})$, where $\mathcal{E}$ is the set of all concepts, $\mathcal{R}$ is the set of relations between concepts. Concepts and their relations constitute a directed graph. If $T_i \subseteq \mathcal{E}$ satisfying the relation $\Delta \in \mathcal{R}$, it is denoted by $T_i \Delta T_j$. For example, Fig. 2 is a fragment of a transportation ontology.

In the following we only provide the most basic notions of FCA, and more extensive introductions refer to [13].

In FCA, an elementary form of the representation of data is defined mathematically as formal context.

A formal context is a triple $\mathcal{K} = (I, \mathcal{A}, \mathcal{M})$, where $I$ and $\mathcal{A}$ are sets, and $\mathcal{M} \subseteq I \times \mathcal{A}$ is a binary relation. In the case, the members of $I$ are called objects and the members of $\mathcal{A}$ are called attributes. Accordingly, we write $gIM$ or $(g, m) \in I$ expressing “the object $g$ has the attribute $m$”.

Formal contexts are mostly represented by rectangular tables, rows of which are headed by object names and columns headed by attribute names. In the table, “∗” means that the row object and the column attribute have some relation.

In $\mathcal{K} = (I, \mathcal{A}, \mathcal{M})$, for a set $A \subseteq I$ of objects we define

$$A' = \{m \in \mathcal{M} | glm, \forall g \in A\}.$$  

Correspondingly, for a set $B \subseteq \mathcal{A}$ of attributes we define

$$B' = \{g \in \mathcal{G} | glm, \forall m \in B\}.$$  

(In the following, for $g \in G$, we write $g'$ instead of $\{g\}'$, and for $m \in \mathcal{M}$, we write $m'$ instead of $\{m\}'$.)

$(A, B)$ is called a concept of $\mathcal{K}$, if $A' = B$ and $B' = A$. In this case, $A$ is called the extent of $(A, B)$, $B$ is called the intent of $(A, B)$, $\mathcal{R}(K)$ denotes the set of all concepts of $K$. If $(A_1, B_1), (A_2, B_2) \in \mathcal{R}(K)$, we define:

$$(A_1, B_1) \subseteq (A_2, B_2) \iff A_1 \subseteq A_2 \iff B_1 \supseteq B_2,$$

where “$\subseteq$” is called the hierarchical order of concepts. The set of all concepts ordered in above way is called the concept lattice of $K$. In the absence of ambiguity, above concept lattice is still denoted as $\mathcal{R}(K)$.

Let $(V, \supseteq)$ be a concept lattice, $Y \subseteq V$, if every $y \in V$ can be expressed as a supremum of a subset of $Y$, then, $Y$ is called a supremum-dense of $(V, \supseteq)$.

Let $K = (G, M, I)$ be a formal context. For any object $g \in G$, we can define an object concept:

$$\gamma g = (g', g).$$

For any concept $(A, B) \in \mathcal{R}(K)$, it can be denoted by $(A, B) = \bigvee_{g \in A'} \gamma g.$

![Fig. 2. A fragment of a transportation ontology.](image-url)
Obviously, any \((A, B) \in \mathcal{H}(K)\) can be denoted by the supremum of a certain subset of \(\gamma(G)\), namely \(\gamma(G)\) is a supremum-dense in \(\mathcal{H}(K)\).

3. The domain ontology base in different granulations

In the following, we can define a domain ontology base with the help of domain experts.

In \(\mathcal{E} = (\mathcal{C}, \mathcal{R})\), let \(\mathcal{S} \subseteq \mathcal{C}\). If domain concept \(T\) can be obtained from \(\mathcal{S}\) by the particular operation \(\tau\), we say that \(T\) can be inferred from \(\mathcal{S}\) by \(\tau\). If any domain concept in \(\mathcal{E}\) can be inferred from \(\mathcal{S}\) by \(\tau\), we say that \(\mathcal{S}\) is \(\tau\)-complete with respect to \(\mathcal{E}\), where \(\tau\) expresses some mathematical operation of domain concepts.

Domain ontology base: in a domain \(\mathcal{E}\), there exist a binary group \(\Sigma = (\mathcal{S}, R)\), where \(\mathcal{S}\) is a set of domain concepts and \(R\) is a fuzzy equivalence relation matrix on \(\mathcal{S}\). If \(\mathcal{S}\) is \(\tau\)-complete, then \(\Sigma\) is called an ontology base of the domain \(\mathcal{E}\).

The \(\Sigma\) mentioned above is given by experts, that is, for any \(T \in \mathcal{S}\), domain experts give a specific and detailed description including name, attributes and other important information. In this paper, it only considers the name and attributes of \(T \in \mathcal{S}\), namely, experts define concepts of \(\mathcal{S}\) by naming and assigning a set \(T\) of attributes for every concept \(T\).

For example, if there is a given domain \(\mathcal{E}\), then the corresponding domain ontology base defined by domain experts is shown in Table 1, the name of \(T \in \mathcal{S}\) is simplified as \(i\) with \(i \in \{1 \ldots 8\}\).

The similarity between any two domain concepts in \(\mathcal{S}\) is defined as follows:

\[
r_{ij} = \frac{T_i \cap T_j}{T_i \cup T_j},
\]

where \(T_i, T_j \in \mathcal{S}\).

The fuzzy relation matrix is given as follows.

\[\tilde{R} = (r_{ij})_{\mathcal{S} \times \mathcal{S}},\]

where \(r_{ij}\) is defined above. If \(\tilde{R}\) satisfies

\[
(1) r_{ii} = 1 \quad (2) r_{ij} = r_{ji} \quad (3) \forall k \in 1, \ldots, n (r_{ik} \wedge r_{kj}) \leq r_{ij},
\]

we say \(\tilde{R}\) is a fuzzy equivalence relation matrix on \(\mathcal{S}\). Obviously \(\tilde{R}\) satisfies reflexivity and symmetry. If \(\tilde{R}\) does not satisfy transitivity, the fuzzy equivalence relation matrix of \(\mathcal{S}\) can be obtained by the transitive closure algorithm. In the following, if \(\tilde{R}\) is a fuzzy equivalence relation matrix on \(\mathcal{S}\), then it is denoted by \(R\).

The transitive closure is used to compute fuzzy equivalence matrix from a given fuzzy matrix. Given a fuzzy matrix \(\tilde{R}\), its transitive closure \(R\) is computed as follows:

\[R = \tilde{R} \cup \tilde{R}^2 \cup \cdots \cup \tilde{R}^{n-1}.
\]

Based on above mentioned formula, the complexity to compute \(\tilde{R}\) by matrix multiplication as given in [37] is \(O(n^3)\). Obviously the time complexity plays a major role in computing \(\tilde{R}\) from \(\tilde{R}\). Hence for effectively descending the size of time complexity, various methods have been proposed to accelerate the computation. [38] et al. proposed an algorithm for computing the transitive closure of a fuzzy matrix which runs in time linear to the number of elements in the matrix, i.e., \(O(n^2)\) if the matrix is an \(n \times n\) matrix.

The algorithm proposed is simple and easy to implement. In the following, we use the method in [38] to compute the transitive closure, and intermediate results will be omitted.

For example, referring to Table 1 we can obtain a fuzzy equivalence relation matrix on \(\Sigma\) by using the transitive closure algorithm, and the fuzzy equivalence relation matrix \(R\) is shown as follows

\[
R = \begin{pmatrix}
a_{11} & \ldots & a_{1n} \\
\vdots & \ddots & \vdots \\
a_{m1} & \ldots & a_{mn}
\end{pmatrix},
\]

where \(n = 8\), the specific experimental data is shown as follows

\[
\begin{pmatrix}
1.00 & 0.67 & 0.25 & 0.67 & 0.25 & 0.25 & 0.25 & 0.25 \\
0.67 & 1.00 & 0.25 & 0.67 & 0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.50 & 0.25 & 0.50 & 0.50 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.50 & 0.25 & 0.50 & 0.50 & 0.25 & 0.25 \\
0.67 & 0.67 & 0.25 & 1.00 & 0.25 & 0.25 & 0.50 & 0.25 \\
0.25 & 0.25 & 0.50 & 0.25 & 0.67 & 1.00 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.50 & 0.25 & 0.25 & 0.25 & 1.00 & 0.25 \\
0.25 & 0.25 & 0.50 & 0.25 & 0.25 & 0.25 & 0.25 & 1.00
\end{pmatrix}.
\]

By above discussion we can build a domain ontology base, in the following, an axiomatic definition of knowledge granulation in the domain ontology base is introduced.

Let \(\delta \in [0,1]\), the \(\delta\)-cut fuzzy equivalence relation matrix of \(R\) is shown as follows

\[R_{\delta} = (r_{ij}), \quad \text{where } r_{ij} = \begin{cases} 1 & r_{ij} \geq \delta, \\ 0 & r_{ij} < \delta. \end{cases}\]

It is not hard to see that \(R_{\delta}\) is still an equivalence relation matrix, obviously \(\Sigma/R_{\delta}\) is a partition of \(\Sigma\).

As a powerful mechanism, Granular computing (GrC) was presented by Zadeh in 1996. He identified three basic concepts (namely, granulation, organization and causation) that underline the process of human cognition, where granulation involves decomposition of whole into parts, organization involves integration of parts into whole, and causation involves association of causes and effects. GrC is an umbrella term to cover any theories, methodologies, techniques, and tools that make use of granules in problem solving. As an effective tool for complex problem solving, it has potential applications in rough set theory, FCA, knowledge engineering, data mining, artificial intelligence, machine learning, etc., and has become an important research issue in information sciences field. More and more people have paid attentions to granular computing, and many pieces of nice work were accomplished in [39–43]. Although GrC in data mining has been explored widely and deeply by many scholars, there are few in the ontology learning. It is important to research approaches to ontology learning oriented GrC, which has theoretical significance and application prospect. The larger granulation helps to hide some specific details, and then the problem can be treated from the overall picture.

By referring [33], a definition of granulation is given as follows. Let

\[\Sigma/R_{\delta} = \{P_1, P_2, \ldots, P_m\},\]

then the granularity of \(R_{\delta}\) is defined as

\[\rho(R_{\delta}) = \frac{1}{|\Sigma|^2} \sum_{i=1}^{m} |P_i|^2,\]

where \(P_i \in \Sigma/R_{\delta}\) is called granule. The \(\Sigma^e = (\Sigma, R)\) in granulation \(\rho(R_{\delta})\) is denoted as \(\Sigma^e_{\delta} = (\Sigma, R_{\delta})\).

For example, in Table 1, the \(\Sigma^e\) in different granulations are shown in Table 2. Notice that: any set \(\{P_1, P_2, \ldots, P_m\}\) is abbreviated

Table 1

<table>
<thead>
<tr>
<th>Name</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a b d f h</td>
</tr>
<tr>
<td>2</td>
<td>b d f h i</td>
</tr>
<tr>
<td>3</td>
<td>c e h j</td>
</tr>
<tr>
<td>4</td>
<td>a b d h i</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>P_i</th>
<th>P_j</th>
<th>P_k</th>
<th>P_l</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0.67</td>
<td>0.25</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
</tr>
</tbody>
</table>

X. Kang et al. / Knowledge-Based Systems 27 (2012) 152–161 155
to $p_1 p_2 \ldots p_n$ in following Tables. It is not hard to see the larger the value $\delta$ is, the smaller the corresponding granulation is; conversely the smaller the value $\delta$ is, the larger the corresponding granulation is.

Notice that, there is a necessary requirement objectively when the model in this paper is performed, that is the defined of domain ontology base needs the help of high-level domain experts to avoid the diffusion of incorrect information from lowest level.

4. Domain ontology building and merging in different granulations

Ontology is a formal and explicit specification of a shared conceptual model. In fact, most of formalization is not explicit but exist in documents, databases, or activities of brain quite vaguely. Therefore, for ontology building the difficulty is how to make implicit knowledge concrete and explicit in ontology, namely how to find out all possible abstract concepts and their relations.

As a branch of applied mathematics, concept lattice extracts all implicit concepts and their hierarchical order (also known as inheritance relation) from a given data automatically to form concept lattice. Concept consists of extent and intent, and concept lattice has explicit hierarchical order and plentiful semantic information. Ontology building usually starts with designing hierarchy model, which is the basis of all ontologies and ready for the domain ontology prototype model. Since concept lattice is a hierarchy model, concept lattice can be used to realize the hierarchy model of ontology approximately.

In the following, we will employ FCA to extract all implicit domain concepts and their inheritance relation from a given data automatically. If some domains are very complex, corresponding domain concepts will be great, some important domain concepts will be overwhelmed. Aiming to this case to some extent, we propose the research model based on domain ontology base in different granulations.

**Domain formal context:** In a domain $\mathcal{E}$, $\Sigma^e = (\Sigma, R)$ is the domain ontology base, $K_e = (G_e, M_e, I_e)$ is the corresponding domain formal context, where elements of $G_e$ corresponds to names of concepts in $\Sigma$ one by one. $M_e$ is the set of all attributes used by experts to characterize concepts of $\Sigma$. $I \subseteq G_e \times M_e$ is viewed as an incidence relation between elements of $G_e$ and $M_e$. For $c \in G_e$, $m \in M_e$, we write $(c, m) \in I_e$ expressing “the concept $c$ has the attribute $m$”.

Normally, the description of a concept by extent and intent is redundant, because each of two parts determines the other. That is, if extents of two concepts are same, then it can be judged that two concepts are same. It is not hard to see that any extent of concept in $\gamma(G_e)$ is equal to the $T$-concept of $T$ in $\Sigma$ one by one, so object concepts in $\gamma(G_e)$ can be viewed as domain concepts in $\Sigma$ one by one (i.e. $\gamma(G_e) = \Sigma$). Since both of concepts in ontology and concepts in concept lattice root in philosophy, so they are same in essence, and corresponding concepts of concept lattice can be viewed as the quantification or specific definition of domain concepts in ontology. Obviously we can use $\gamma(G_e)$ to replace $\Sigma$, and further use the operation $\vee$ of $\gamma(G_e)$ to simulate the operation $\tau$ of $\Sigma$, where the operation $\vee$ is defined as follows.

\[(A, B) = \bigvee_{G \in \mathcal{A}} \gamma(G), \text{ where } (A, B) \in \mathcal{H}(K_e).
\]

In $\mathcal{E} = (\mathcal{E}, \mathcal{H})$, based on above discussions, $\mathcal{H}(K_e)$ can be inferred from $\gamma(G)$ by the operation $\vee$, in ideal cases (i.e. $\Sigma$ defined by experts with no error), any concept in $\mathcal{H}(K_e)$ named by domain experts is the domain concept in $\mathcal{E}$. That is, the $\mathcal{E}$ is set of all concepts in $\mathcal{H}(K_e)$ named by domain experts. So we can obtain $\mathcal{E}$ from $\gamma(G)$ with the help of domain experts. In the following, $\gamma(G_e)$ is denoted as $\Sigma$.

For example, based on Table 1, the corresponding domain formal context is shown in Table 3, and then we can obtain the concept lattice shown in Fig. 3, where the name of domain concept in $\Sigma$ is simplified to $i$ with $i \in \{1 \ldots 8\}$.

The quantification analysis of concepts in $\mathcal{H}(K_e)$ are shown as follows.

- **Concept base [13]:** In a domain $\mathcal{E}$, if $(A, B) \in \mathcal{H}(K_e)$, we say

  $(A, B)_2 = \{g \mid g \in A\}$

  is the concept base of $(A, B)$.

  - If for all $P \in \Sigma$, $(A, B) \in \mathcal{H}(K_e)$ satisfies the following condition

    \[1 - \frac{|P \cap (A, B)_2|}{|P|} \leq 0,
    \]

    where $P \cap (A, B)_2 \neq \emptyset$, then we say that $(A, B)$ is a concept in the granulation $\rho(R_0)$, the set of all concepts of $\mathcal{H}(K_e)$ in the granulation $\rho(R_0)$ is denoted as $\mathcal{W}^0$. Correspondingly, the set of all granules concluded in $(A, B)_2$ is denoted as $(A, B)_2(\theta_1, \theta_2)$.

  Let $\mathcal{W}_1$ and $\mathcal{W}_2$ be two sets. If for any $x \in \mathcal{W}_1$, there always exists $y \in \mathcal{W}_2$ such that $x \subseteq y$, we say that $\mathcal{W}_2$ is coarser than $\mathcal{W}_1$, and it is denoted by $\mathcal{W}_1 \preceq \mathcal{W}_2$.

  From the above discussion, some conclusions can be inferred immediately as follows.

  - If $\theta_1 \subseteq \theta_2$, then $(A, B)_2(\theta_1, \theta_2) \preceq (A, B)_2(\theta_1, \theta_2)$.

  - When $\theta_1$ and $\theta_2$, then $|\mathcal{W}_1| \leq |\mathcal{W}_2|$.  

  - When $\theta_1$ and $\theta_2$, then $|\mathcal{W}_1| \leq |\mathcal{W}_2|$.

  \[\begin{array}{cccccccccc}
  & a & b & c & d & e & f & g & h & i & j \\
  \text{Table 3} & \text{A domain formal context.} \\
  \hline
  1 & * & * & * & * & * & * & * & * & * & * \\
  2 & * & * & * & * & * & * & * & * & * & * \\
  3 & * & * & * & * & * & * & * & * & * & * \\
  4 & * & * & * & * & * & * & * & * & * & * \\
  5 & * & * & * & * & * & * & * & * & * & * \\
  6 & * & * & * & * & * & * & * & * & * & * \\
  7 & * & * & * & * & * & * & * & * & * & * \\
  8 & * & * & * & * & * & * & * & * & * & * \\
  \end{array}\]
and $T_j$ must not satisfy the synonymy relation and inheritance relation; if the similarity between $T_i$ and $T_j$ is 0.8, and the relation between $T_i$ and $T_j$ may be inheritance relation or whole-part relation, then the probability of the former is greater than the later in most cases, and so on.

At present there are many similarity measure models which can be generally classified as two classes: they are sequential metric space model and set theory matching model \[34\] respectively. An example of the former is Shepard model that is based on probability distribution. The latter can be further classified as Geometric model, Transformational model, Feature model and so on. Geometric model calculates the similarity between feature vectors of entity in n-dimensional space. Transformational model calculates the similarity between concepts by the number of sets of entity's common features. A typical example of feature model is the Tversky model \[35\].

\begin{align*}
\text{sim}(a, b) &= \frac{f(A \cap B)}{f(A \cap B) + \alpha(a, b)f(A - B) + \beta(f(B - A))}
\end{align*}

where $A$ and $B$ are sets of features implicated in the concept $a$ and $b$, $f$ denotes a measure function of the set of features. Based on Tversky model Rodrigue and Egenhofer proposed a similarity measure model of concepts by common character and difference character \[36\]

\begin{align*}
\text{sim}(a, b) &= \frac{|A \cap B|}{|A \cap B| + \alpha(a, b)|A - B| + (1 - \alpha(a, b))|B - A|}
\end{align*}

where $A$ and $B$ are feature sets implicated in the concept $a$ and $b$ with $0 \leq \alpha(a, b) \leq 0.5$. This paper presents a new similarity model, that is, \( \theta \)-similarity in the granulation \( \rho(R_0) \), which relies on granules contained in the concept base. Essentially this model still belongs to feature model. Let \((A_1, B_1), (A_2, B_2) \in \mathcal{W}^\theta_{\rho(R_0)}\), the \( \theta \)-similarity in the granulation \( \rho(R_0) \) between \((A_1, B_1)\) and \((A_2, B_2)\) is defined as

\begin{align*}
\text{Sim}_{\theta, \rho(R_0)}((A_1, B_1), (A_2, B_2)) &= \frac{1}{\sum_{i, j=1, 2} |\{(A_i, B_i), (A_j, B_j)\} / \sum_{i, j=1, 2} |\{(A_i, B_i)\}}
\end{align*}

Obviously, based on the above formula the following conclusion can be obtained easily.

- Let \((A_i, B_i) \in \mathcal{W}^\theta_{\rho(R_0)}\) with \(i = 1, 2, 3\), if \((A_1, B_1) \subseteq (A_2, B_2) \subseteq (A_3, B_3)\), then \(\text{Sim}_{\theta, \rho(R_0)}((A_1, B_1), (A_2, B_2)) \leq \text{Sim}_{\theta, \rho(R_0)}((A_1, B_1), (A_3, B_3))\).

From the above conclusion we can see the \( \theta \)-similarity in the granulation \( \rho(R_0) \) mentioned above is feasible. For example, let us start by evaluating the similarity of two sibling concepts in the Fig. 3, where \(\theta, \delta = (0.67, 0.34)\). That is, \((124568, bh)\) and \((368, hj)\). In this case, we have

\begin{align*}
\text{Sim}_{\theta, \rho(R_0)}((124568, bh), (368, hj)) &= \frac{|\{(124, 568) \cap \{3, 568\}\}|}{|\{(124, 568) \cup \{3, 568\}\}|} = \frac{1}{3} = 0.33.
\end{align*}

Similarity increases if we consider a concept and one of its direct descendant. In fact, consider again \((124568, bh)\), and let us evaluate the similarity with the child \((568, bg)\). The following holds

\begin{align*}
\text{Sim}_{\theta, \rho(R_0)}((124568, bh), (568, bg)) &= \frac{|\{(124, 568) \cap \{568\}\}|}{|\{(124, 568) \cup \{568\}\}|} = \frac{1}{2} = 0.50.
\end{align*}

Obviously, similarity decreases in the case of concepts that are not directly related. For instance, consider one of the previous concepts, that is \((568, bg)\) and its ancestor \((1234568, h)\). We have

\begin{align*}
\text{Sim}_{\theta, \rho(R_0)}((568, bg), (1234568, h)) &= \frac{|\{568\} \cap \{124, 3, 568\}|}{|\{568\} \cup \{124, 3, 568\}|} = \frac{1}{3} = 0.33.
\end{align*}

Now, based on the \( \theta \)-similarity in the granulation \( \rho(R_0) \), \( \mathcal{W}^\theta_{\rho(R_0)} \) and the hierarchical order of concepts in \( \mathcal{W}^\theta_{\rho(R_0)} \), we can obtain the conceptual hierarchy model of \( \mathcal{W}^\theta_{\rho(R_0)} \) automatically, which includes two parts as follows:

- Concepts in \( \mathcal{W}^\theta_{\rho(R_0)} \).
- The hierarchical order of concepts in \( \mathcal{W}^\theta_{\rho(R_0)} \).
- The similarity of concepts in \( \mathcal{W}^\theta_{\rho(R_0)} \) based on the \( \theta \)-similarity in the granulation \( \rho(R_0) \).

For example, in the Fig. 3, when \(\delta = 0.67\) and \( \theta = 0.34\), the corresponding conceptual hierarchy model of \( \mathcal{W}^\theta_{\rho(R_0)} \) is shown in the Fig. 4. For simplifying the Fig. 4, we only computes the similarity of
(124568,bh) with others as an example. In the same way, when \( \delta = 0.50 \) and \( \theta = 0.25 \), the conceptual hierarchy model of \( \mathcal{W}_6^d \) is shown in Fig. 5.

In a domain \( \mathcal{E} \), \( \mathcal{H} \) can be defined as various types such as synonymy relation, whole-part relation, inheritance relation and so on. But in the conceptual hierarchy model of \( \mathcal{W}_6^d \), we only obtain the inheritance relation between concepts. Based on the conceptual hierarchy model of \( \mathcal{W}_6^d \) and opinions of domain experts, the domain ontology building in the granulation \( \rho(R_5) \) is shown as follows.

```
Algorithm (The domain ontology building in the granulation \( \rho(R_5) \))

Input: \( \Sigma, \delta, \theta \) and opinions of domain experts;
Output: \( \mathcal{E}_5 = (\mathcal{W}_6^d, \mathcal{R}_5) \);
Steps are shown as follows:
1. Building the domain ontology base \( \Sigma^\mathcal{E} = (\Sigma, R) \), based on which \( K_\mathcal{E} \) is obtained and corresponding \( \mathcal{H}(K_\mathcal{E}) \) is built;
2. Based on \( \Sigma_5^\mathcal{E} \), opinions of experts are introduced to name concepts in \( \mathcal{W}_6^d \), namely generating the set \( \mathcal{E}_5 \) of domain concepts;
3. The hierarchical order of concepts is viewed as the inheritance relation, by calculating the similarity between concepts in \( \mathcal{W}_6^d \) based on the \( \theta \)-similarity in the granulation \( \rho(R_5) \), other relations can be judged by domain experts. That is, \( \mathcal{R}_5 \) is generated;
4. Output: \( \mathcal{E}_5 = (\mathcal{W}_6^d, \mathcal{R}_5) \);
5. End.
```

Ontology merging means to merge several existent domain ontologies to eliminate repetitive and incongruous parts. Different ontologies are merged into an ontology with more rational concept system and stronger knowledge representation ability. It’s meaningless to merge ontology from domains without cross, so ontologies to be merged must come from two cross domains.

For the sake of describing problems conveniently, some formal symbols in this paper are defined as follows: let \( \mathcal{E}^\mathcal{E} \) and \( \mathcal{E}^{\mathcal{E}^\mathcal{E}} \) be two different domain ontologies, \( (\Sigma^\mathcal{E}, R^\mathcal{E}) \) and \( (\Sigma^{\mathcal{E}^\mathcal{E}}, R^{\mathcal{E}^\mathcal{E}}) \) be corresponding ontology bases. The connection between ontologies will generate a new domain ontology \( \mathcal{E} = (\mathcal{E}, \mathcal{H}) \), the corresponding ontology base is \( \Sigma^\mathcal{E} = (\Sigma, \mathcal{H}) \) and domain formal context is \( K_\mathcal{E} \), where \( \Sigma = \Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}} \).

Let \( \mathcal{E}^\mathcal{E} \) and \( \mathcal{E}^{\mathcal{E}^\mathcal{E}} \) be two different domain ontology, a new domain ontology is generated by merging \( \mathcal{E}^\mathcal{E} \) and \( \mathcal{E}^{\mathcal{E}^\mathcal{E}} \) based on \( \Sigma = \Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}} \) by using the algorithm of domain ontology building in the granulation \( \rho(R_5) \), the process of merging is not discussed in detail.

For example, there is another domain, the corresponding domain ontology base is shown in Table 4, if the domain determined by Table 1 is denoted as \( \mathcal{E}^\mathcal{E} \) and the domain determined by Table 4 is denoted as \( \mathcal{E}^{\mathcal{E}^\mathcal{E}} \), then based on \( \Sigma = \Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}} \), we can obtain a new domain ontology \( \mathcal{E} \) after merging, some computing results as follows.

1. The corresponding domain formal context \( K_\mathcal{E} \) is shown in Table 5.
2. Corresponding conceptual hierarchy models of \( \mathcal{W}_6^d \) in \( \mathcal{E} \) are shown in Fig. 6 (\( \delta = 0.67 \) and \( \theta = 0.00 \)) and Fig. 7 (\( \delta = 0.43 \) and \( \theta = 0.00 \)).

There are two types storage structures of data in computer and linear structure is one of them. In the domain of linear structure, the corresponding domain ontology base is noted as \( \mathcal{E}^\mathcal{E} \). By using the above ontology building algorithm, the "Data’s linear structure" ontologies in different granulations are shown in Fig. 8 (\( \delta = 0.75 \) and \( \theta = 0.40 \)) and Fig. 9 (\( \delta = 0.40 \) and \( \theta = 0.20 \)) separately. The other storage structure of data is non-linear structure, the corresponding domain ontology base is noted as \( \mathcal{E}^{\mathcal{E}^\mathcal{E}} \). Then merging the \( \mathcal{E}^\mathcal{E} \) and \( \mathcal{E}^{\mathcal{E}^\mathcal{E}} \) generates a new domain ontology "Data’s logical structure". The "Data’s logical structure" ontologies are shown in Fig. 10 (\( \delta = 0.75 \) and \( \theta = 0.40 \)) and Fig. 11 (\( \delta = 0.15 \) and \( \theta = 0.43 \)). In Table 6, the symbols are interpreted as follows: \( a_1 = \text{linear}, a_2 = \text{sequential}, a_3 = \text{double}, a_4 = \text{stack}, a_5 = \text{string}, a_6 = \text{special}, a_7 = \text{queue}, a_8 = \text{single}, a_9 = \text{linked}, a_{10} = \text{dynamic}, a_{11} = \text{circular}, a_{12} = \text{queue}, a_{13} = \text{static}, a_{14} = \text{non-linear}, a_{15} = \text{tree-like}, a_{16} = \text{graphic} \) and \( a_7 = \text{set} \).

5. The ontology connection in the granulation \( \rho(R_5) \)

In the following, we will introduce ontology connection, which is an progress of connecting two or more source ontologies by some new concepts in \( \mathcal{W}_6^d \). That is, in \( \mathcal{W}_6^d \), we will find some key concepts, which have high correlations with two domain ontologies. If some domains are very complex, the connection between ontologies are very complicated, corresponding concepts will be very great, some important key concepts will be overwhelmed. In order to avoid this case, we propose the \( (\theta, \phi) \)-ontology connection in the granulation \( \rho(R_5) \), namely which can overcome the impact of the complex domain ontologies to some extent.

\( \phi \)-condition: in \( \Sigma = \Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}} \), let \( 0 \leq \phi \leq 1 \), if \((A, B) \in \mathcal{W}_6^d \) satisfies following conditions

\[
1 - \frac{|(A, B)_{\Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}}} \setminus \Sigma^\mathcal{E}|}{|A, B|_{\Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}}}} \leq \phi \quad \text{and} \quad 1 - \frac{|(A, B)_{\Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}}} \setminus \Sigma^{\mathcal{E}^\mathcal{E}}|}{|A, B|_{\Sigma^\mathcal{E} \cup \Sigma^{\mathcal{E}^\mathcal{E}}}} \leq \phi,
\]

Fig. 4. The conceptual hierarchy model of \( \mathcal{W}_6^d \) with \( \phi = 0.67 \) and \( \theta = 0.34 \).
we say that \((A, B)\) satisfies \(\vartheta\)-condition, and it is denoted by \((A, B) \sim \vartheta\). Namely, if \((A, B) \sim \vartheta\), then \((A, B)_{\Sigma^\vartheta}\) consists of two parts

1. One part is from \(\Sigma^\vartheta_1\).
2. The other part is from \(\Sigma^\vartheta_2\).

and proportion of each part is larger than 1 \(- \vartheta\). If \((A, B) \sim \vartheta\), it reflects that the concept \((A, B)\) has high correlations with two domains to a certain extent. The set of all concepts satisfying the \(\vartheta\)-condition is denoted as \(\vartheta^\vartheta_\vartheta = \{(A, B) \in \vartheta^\vartheta_\vartheta | (A, B) \sim \vartheta\} \). Then the following conclusion holds.

- If \(\vartheta_1 \leq \vartheta_2\), then \(\vartheta^\vartheta_1 \vartheta \subseteq \vartheta^\vartheta_2 \vartheta\).
- When \(\vartheta_1\), \(\vartheta_1\) and \(\vartheta_1\), then \(\vartheta^\vartheta_1 \vartheta \vartheta = \).
- When \(\vartheta_1\), \(\vartheta_1\) and \(\vartheta_1\), then \(\vartheta^\vartheta_1 \vartheta \vartheta = \).

The similarity between different domain ontologies reflects the degree of connection between two ontologies to some extent. If the similarity is 0, they have no connection; if the similarity is 1, they are the same ontology. The similarity between different domain ontologies can guide to set the parameter \(\vartheta\) rationally in the process of \((\vartheta, \vartheta\)-ontology connection in the granulation \(\rho(R)\).

Let \(\vartheta^\vartheta_\vartheta\) and \(\vartheta^\vartheta_\vartheta\) are two different domain ontology, \(\Sigma = \Sigma^\vartheta \cup \Sigma^\vartheta\) satisfies the condition that for any \(\vartheta_1\) and \(\vartheta_1\) \(1 \leq i, j \leq n\), \(\Sigma^\vartheta_1 \neq \Sigma^\vartheta_1\) holds, where \(n\) is the maximum value satisfying above condition. Then the similarity between \(\vartheta^\vartheta_\vartheta\) and \(\vartheta^\vartheta_\vartheta\) in multi-granulations is defined as

\[
\text{Sim}(\vartheta^\vartheta_\vartheta, \vartheta^\vartheta_\vartheta) = \frac{1}{n} \sum_{k=1}^{n} \frac{N_k}{N_k}
\]

where \(S_k = \left\{P \in \Sigma_k | \exists Q \in \Sigma_k, \exists S \in \Sigma_k, P \cap Q \neq \emptyset \text{ and } P \cap S \neq \emptyset\right\}\). \(N_k = |\Sigma_k|\). \(N_k\) denotes the number of granules contained in \(\Sigma_k\). \(S_k\) denotes the number of some granules satisfying the condition that one part elements are from \(\Sigma^\vartheta_1\), and the other part elements are from \(\Sigma^\vartheta_2\). Sim(\(\vartheta^\vartheta_\vartheta, \vartheta^\vartheta_\vartheta\)) can avoid the possible large deviation existing in the single-granulation efficiently.

For example, there are \(\Sigma^\vartheta_1\), \(\Sigma^\vartheta_2\) and \(\Sigma_1 = \Sigma^\vartheta_1 \cup \Sigma^\vartheta_2\) in Table 7, then Sim(\(\vartheta^\vartheta_\vartheta, \vartheta^\vartheta_\vartheta\)) is equal to

\[
\frac{1}{4} \times \left(\frac{|\{3, \{2, 6\}\}| + |\{12, 46\}|}{|\{1, 2, 6, 7\}| + |\{12, 35, 46, 78\}| + |\{1246\}| + |\{1 \sim 8\}|} \right) = 0.67.
\]
Concepts in \( \psi_{\delta}^{h} \) are named by experts, then experts determine the relations between concepts by referring the similarity base on \( \theta \)-similarity in the granulation \( \rho(R) \), where “relations of concepts” means

1. Relations between concepts in \( \psi_{\delta}^{h} \) and concepts in \( \psi_{\delta}^{\delta} \).
2. Relations between concepts in \( \psi_{\delta}^{h} \) and concepts in \( \psi_{\delta}^{h} \).
3. Relations of concepts in \( \psi_{\delta}^{h} \).

### Table 6
A domain ontology base defined by domain experts.

<table>
<thead>
<tr>
<th>Name</th>
<th>( \psi )</th>
<th>Name</th>
<th>( \psi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Link List</td>
<td>( a_1, a_4, a_6, a_{12} )</td>
<td>Circular Link List</td>
<td>( a_1, a_9, a_{11}, a_{12} )</td>
</tr>
<tr>
<td>Sequential Stack</td>
<td>( a_1, a_2, a_6, a_8 )</td>
<td>Dynamic Allocation</td>
<td>( a_1, a_2, a_{10}, a_{12} )</td>
</tr>
<tr>
<td>Double Link List</td>
<td>( a_1, a_4, a_6, a_{12} )</td>
<td>String</td>
<td>( a_1, a_5, a_{6} )</td>
</tr>
<tr>
<td>Link Stack</td>
<td>( a_1, a_6, a_9, a_{10} )</td>
<td>Static Allocation</td>
<td>( a_1, a_2, a_{12}, a_{13} )</td>
</tr>
<tr>
<td>Queue</td>
<td>( a_1, a_4, a_5 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tree</td>
<td>( a_{14}, a_5 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph</td>
<td>( a_{14}, a_{15} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 7
The domain ontology base in different granulations.

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( \Sigma^t )</th>
<th>( \Sigma^s )</th>
<th>( \Sigma_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_1 )</td>
<td>1, 2, 4, 6</td>
<td>2, 3, 5, 6, 7, 8</td>
<td>1, 2, 3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>12, 46</td>
<td>25, 36, 78</td>
<td>12, 46, 35, 78</td>
</tr>
<tr>
<td>( \delta_3 )</td>
<td>1246</td>
<td>2578, 36</td>
<td>1246, 3578</td>
</tr>
<tr>
<td>( \delta_4 )</td>
<td>1246</td>
<td>235678</td>
<td>1 ~ 8</td>
</tr>
</tbody>
</table>

![Fig. 8. The “Data’s linear structure” with \( \delta = 0.75 \) and \( \theta = 0.40 \).](image1)

![Fig. 9. The “Data’s linear structure” with \( \delta = 0.40 \) and \( \theta = 0.20 \).](image2)

![Fig. 10. The “Data’s logical structure” with \( \delta = 0.75 \) and \( \theta = 0.40 \).](image3)

![Fig. 11. The “Data’s logical structure” with \( \delta = 0.15 \) and \( \theta = 0.43 \).](image4)
Now, based above knowledge, the ontology connection can be obtained. The corresponding process of ontology connection is not discussed in detail.

6. Conclusions

This paper introduces concept lattice and Grc into ontology research, and presents a unified research model for ontology building, ontology merging and ontology connection based on domain ontology base in different granulations, and provides a detailed description of this overall process. In this model, it mainly obtains conclusions as follows: (1) A unified domain ontology base is provided for ontology research. As the knowledge in the lowest and most basic level, the domain ontology base not only offers a uniform technology for ontology learning on the whole, but also is convenient for knowledge sharing and reuse in the lowest level; (2) Grc is introduced to ontology research, which can overcome the impact on the application of FCA caused by the time complexity and space complexity problem to some extent, it helps to find useful information and avoids users getting lost in the complex information; (3) A new similarity between concepts is given in different granulations, which can help experts judge relations except for inheritance relation; (4) The connection between different ontologies is proposed, and the corresponding similarity in multi-granulations to measure the degree of connection of ontologies. Although the FCA-based domain ontology learning proposed in the paper is only a starting point and a lot of subsequent study is needed, but it offers a new way or guideline for ontology learning. How to combine concept lattice with domain ontology more rationally and reduce human judgement is one focus of our research in the future.
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