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Based on the complement behavior of information gain, a new definition of information entropy is proposed along with its justification in rough set theory. Some properties of this definition imply those of Shannon’s entropy. Based on the new information entropy, conditional entropy and mutual information are then introduced and applied to knowledge bases. The new information entropy is proved to also be a fuzzy entropy.
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INTRODUCTION

The entropy of a system as defined by Shannon (1948) gives a measure of uncertainty about its actual structure. It has been a useful mechanism for characterizing the information content in various modes and applications in many diverse fields. Several authors (Düntsch and Gediga, 1998; Beaubouef et al., 1998; Wierman, 1999; Liang and Xu, 2000; Liang et al., 2000) have used Shannon’s concept and its variants to measure uncertainty in rough set theory. But Shannon’s entropy is not a fuzzy entropy, and cannot measure the fuzziness in rough set theory.

This paper introduces a new definition for information entropy in rough set theory. Unlike the logarithmic behavior of Shannon’s entropy, the gain function considered here possesses the complement nature. Some important properties of this definition are also derived. Based on the new concept, conditional entropy and mutual information are then introduced and applied to knowledge bases. The new measure of information is also proved to be a fuzzy entropy, and can be used to measure the fuzziness of rough set and rough classification.

MEASURE OF UNCERTAINTY IN ROUGH SET THEORY

Rough set theory (Pawlak, 1991) has become well established as a mechanism for uncertainty management in a wide variety of applications related to Artificial
Let \( K = (U, R) \) be an approximation space, where \( U \) is a non-empty, finite set called the universe; \( R \) is a partition of \( U \), or an equivalence relation on \( U \).

An approximation space \( K = (U, R) \) can be regarded as a knowledge base about \( U \). Let

\[
R = \{R_1, R_2, \ldots, R_m\}.
\]

Of particular interest is the discrete partition,

\[
\hat{R}(U) = \{\{x\}|x \in U\},
\]

and the indiscrete partition,

\[
\check{R}(U) = \{U\}.
\]

or just \( \hat{R} \) and \( \check{R} \) if there is no confusion as to the domain set involved.

Given a partition \( R \), and a subset \( X \subseteq U \), we can define a lower approximation of \( X \) in \( U \) and a upper approximation of \( X \) in \( U \) by the following:

\[
RX = \cup\{R_i \in R|R_i \subseteq X\},
\]

and

\[
RX = \cup\{R_i \in R|R_i \cap X \neq \emptyset\}.
\]

The \( R \)-positive region of \( X \) is \( \text{POS}_R(X) = RX \), the \( R \)-negative region of \( X \) is \( \text{NEG}_R(X) = U - RX \), and the boundary or \( R \)-borderline region of \( X \) is \( \text{BN}_R(X) = RX - \check{RX} \). \( X \) is called \( R \)-definable if and only if \( RX = \check{RX} \). Otherwise, \( RX \neq \check{RX} \) and \( X \) is rough with respect to \( R \).

**Definition 1 (Wierman, 1999)** Let \( K = (U, R) \) be an approximation space, and \( R \) a partition of \( U \). A measure of uncertainty in rough set theory is defined by

\[
G(R) = -\sum_{i=1}^{m} \frac{|R_i|}{|U|} \log_2 \frac{|R_i|}{|U|}
\]

where \( G : R \rightarrow [0, \infty) \) is a function from \( R \), the set of all partitions of non-empty finite sets, to the non-negative real number, and \( |U| \) is the cardinality of \( U \). This granularity measure, \( G \), measures the uncertainty associated with the prediction of outcomes where elements of each partition set \( R_i \) are indistinguishable.

If \( p = (p_1, p_2, \ldots, p_n) \) is a finite probability distribution, then its Shannon entropy (Shannon, 1948; Klir and Wierman, 1998) is given by

\[
S(p) = -\sum_{i=1}^{n} p_i \log_2 p_i.
\]
and it turns out that $p = (p_1, p_2, \ldots, p_m)$ is a probability distribution on $R$. Hence

$$G(R) = S(p).$$

(8)

The Hartley measure (Hartley, 1928) of uncertainty for finite set $X$ is

$$H(X) = \log_2 |X|.$$  

(9)

The relationship between the granularity measure and the Hartley measure is as follows (Wierman, 1999):

$$G(R) = H(U) - \sum_{i=1}^{m} \frac{|R_i|}{|U|} H(R_i).$$

(10)

We introduce a new definition for information entropy in rough set theory as follows.

**Definition 2** Let $K = (U, R)$ be an approximation space, and $R$ be a partition of $U$. Information entropy for rough set theory is defined by

$$E(R) = \sum_{i=1}^{m} \frac{|R_i|}{|U|} \left( 1 - \frac{|R_i|}{|U|} \right)$$

(11)

where $R_i$ is the complement of $R_i$, i.e. $R_i = U - R_i$; $|R_i|/|U|$ represents the probability of equivalence class $R_i$ within the universe $U$; $|R_i|/|U|$ denotes the probability of the complement of $R_i$ within the universe $U$.

Now we define a partial order on all partition sets of $U$. Let $P$ and $Q$ be partitions of a finite set $U$, and we define the partition $Q$ is coarser than the partition $P$ (or the partition $P$ is finer than the partition $Q$), $P \preceq Q$, between partitions by

$$P \preceq Q \iff \forall P_i \in P, \exists Q_j \in Q \rightarrow P_i \subseteq Q_j.$$  

(12)

If $P \preceq Q$ and $P \neq Q$, then we say that $Q$ is strictly coarser than $P$ (or $P$ is strictly finer than $Q$) and write $P < Q$.

**Proposition 1 (Cardinality)** If $P$ and $Q$ are partitions of $U$ with $|P| = |Q|$ and there exists a one-to-one, onto function $h : P \rightarrow Q$ such that

$$|h(P_i)| = |P_i|,$$

then

$$E(P) = E(Q).$$

Proposition 1 states that the uncertainty is invariant with respect to different partitions of $U$ that are size-isomorphic.

We first prove the following lemma in order to derive other propositions later.

**Lemma 1** Let $p$ be a finite probability distribution in $U$. Let $E(p) = \sum_{x \in U} p(x) \times (1 - p(x)) = 1 - \sum_{x \in U} p^2(x)$. Then

1. $0 \leq E(p) \leq 1 - 1/|U| = n$;
2. $E(p) = 1 - 1/n$ if $p(x) = 1/n (x \in U)$. 

Proof Let
\[ H(\lambda) = \sum_{x \in U} p^2(x) + \lambda \left( \sum_{x \in U} p(x) - 1 \right). \]

Since
\[
\begin{aligned}
H'_j(\lambda) &= \sum_{x \in U} p(x) - 1 = 0 \\
H'_{p(x)}(\lambda) &= 2p(x) + \lambda = 0 \quad (x \in U)
\end{aligned}
\]

we know that \( p(x) = 1/n(x \in U) \). So the minimum value \( 1/n \) of \( \sum_{x \in U} p^2(x) \) can be achieved only under the restriction \( \sum_{x \in U} p(x) = 1 \) when \( p(x) = 1/n(x \in U) \). \( \square \)

Proposition 2 (Monotonicity) If \( X \) and \( Y \) are finite sets and \( |X| < |Y| \), then \( E(\hat{R}(X)) < E(\hat{R}(Y)) \).

Proof Let \( p(x) = |\{x\}|/|X| = 1/|X|(x \in X) \), and \( p(y) = |\{y\}|/|Y| = 1/|Y|(y \in Y) \). From Lemma 1, we have that \( E(\hat{R}(X)) = 1 - 1/|X| \) and \( E(\hat{R}(Y)) = 1 - 1/|Y| \). Since \( |X| < |Y| \), it follows that \( 1 - 1/|X| < 1 - 1/|Y| \), i.e. \( E(\hat{R}(X)) < E(\hat{R}(Y)) \). \( \square \)

Proposition 3 (Roughness Monotonicity) Let \( P \) and \( Q \) be two partitions of finite set \( U \). If \( P < Q \), then \( E(Q) < E(P) \).

Proof Let \( P = \{P_1, P_2, \ldots, P_m\} \), and \( Q = \{Q_1, Q_2, \ldots, Q_n\} \). Since \( P < Q \), we have that \( m > n \) and there exists a partition \( C = \{C_1, C_2, \ldots, C_n\} \) of \( \{1, 2, \ldots, m\} \) such that
\[ Q_j = \bigcup_{i \in C_j} P_i, \quad j = 1, 2, \ldots, n. \]

Hence
\[
E(Q) = \sum_{j=1}^n \left( \frac{|Q_j|}{|U|} \right) \left( 1 - \frac{|Q_j|}{|U|} \right) = 1 - \frac{1}{|U|^2} \sum_{j=1}^n |Q_j|^2 = 1 - \frac{1}{|U|^2} \sum_{i \in C_j} \left( \sum_{j \in C_j} |P_i| \right)^2
\]

From \( m > n \) it follows that there exists \( C_{j_0} \in C \) such that \( |C_{j_0}| > 1 \). Therefore
\[
\left( \sum_{i \in C_{j_0}} |P_i| \right)^2 > \sum_{i \in C_{j_0}} |P_i|^2
\]

and
\[
\left( \sum_{i \in C_{j_0}, j \neq j_0} |P_i| \right)^2 \geq \sum_{i \in C_{j_0}, j \neq j_0} |P_i|^2.
\]
Thus

\[ E(Q) < 1 - \frac{1}{|U|} \sum_{i=1}^{m} |P_i|^2 = E(P). \]

From Proposition 3, it is clear that the information entropy \( E \) increases monotonically as the granularity of information becomes smaller through finer partitions.

**Corollary 1** Let \( P \) and \( Q \) be two partitions of finite set \( U \). If \( P \preceq Q \) and \( E(P) = E(Q) \), then \( P = Q \).

From Lemma 1 and Proposition 3, one can obtain immediately the following propositions.

**Proposition 4 (Maximum)** The maximum of the information entropy \( E \) for any finite set \( U \) is

\[ \frac{1}{2} \left( \frac{1}{|U|} \right) \]

This value is achieved only by the discrete partition \( \mathcal{R}(U) \).

**Proposition 5 (Minimum)** The minimum of the information entropy \( E \) for any finite set \( U \) is 0. This value is achieved only by the indiscrete partition \( \mathcal{R}(U) \).

**INFORMATION MEASURE BETWEEN KNOWLEDGE BASES**

Let \( U \) be the universal set, and \( K_1 = (U, P) \) and \( K_2 = (U, Q) \) be two knowledge bases about \( U \), where \( P = \{P_1, P_2, \ldots, P_m\} \), and \( Q = \{Q_1, Q_2, \ldots, Q_n\} \).

**Definition 3** Conditional entropy \( E(Q|P) \) of \( Q \) about \( P \) is defined by

\[ E(Q|P) = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j|}{|U|} \frac{|Q_i - P_j|}{|U|}. \]  

(13)

**Definition 4** Mutual information \( E(Q; P) \) of \( Q \) and \( P \) is defined by

\[ E(Q; P) = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j|}{|U|} \frac{|Q_i \cap P_j|}{|U|}. \]  

(14)

**Proposition 6** Let \( U \) be the universal set, and \( K_1 = (U, P) \) and \( K_2 = (U, Q) \) be two knowledge bases about \( U \), then

\[ E(Q; P) = E(Q) - E(Q|P). \]  

(15)

**Proof** Since \( Q_i' = (Q_i \cap P_j) \cup (Q_i - P_j) \), we have that

\[
E(Q) = \sum_{i=1}^{n} \frac{|Q_i|}{|U|} \frac{|Q_i'}{|U|} = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j|}{|U|} \frac{|Q_i|}{|U|} \\
= \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j|}{|U|} \frac{|Q_i' \cup (Q_i - P_j)|}{|U|} = E(Q; P) + E(Q|P).
\]

Hence

\[ E(Q; P) = E(Q) - E(Q|P). \]
Proposition 7 Let $U$ be the universal set, $K_1 = (U, P)$ and $K_2 = (U, Q)$ be two knowledge bases about $U$, and $D$ be a decision on $U$ (i.e. a partition of $U$). If $P < Q$, then $E(D; P) \geq E(D; Q)$.

Proof Let

\[ P = \{P_1, P_2, \ldots, P_m\}, \quad Q = \{Q_1, Q_2, \ldots, Q_n\}, \]

and

\[ D = \{d_1, d_2, \ldots, d_r\}. \]

Since $P \preceq Q$, we have that $m > n$ and there exists a partition $C = \{C_1, C_2, \ldots, C_n\}$ of $\{1, 2, \ldots, m\}$ such that

\[ Q_j = \bigcup_{k \in C_j} P_k, \quad j = 1, 2, \ldots, n. \]

Hence

\[
E(D; Q) = \sum_{i=1}^{r} \sum_{j=1}^{n} \frac{|d_i \cap Q_j|}{|U|} \cdot \frac{|d_i' \cap Q_j'|}{|U|} = \sum_{i=1}^{r} \sum_{j=1}^{n} \frac{|d_i \cap Q_j| |U - (d_i \cup Q_j)|}{|U|^2}
\]

\[
= \sum_{i=1}^{r} \sum_{j=1}^{n} \frac{|d_i \cap \bigcup_{k \in C_j} P_k|}{|U|} \cdot \frac{|U - \left( d_i \cup \bigcup_{k \in C_j} P_k \right)|}{|U|}
\]

\[
= \sum_{i=1}^{r} \sum_{j=1}^{n} \frac{ \left( \sum_{k \in C_j} |d_i \cap P_k| \right) |U - \left( d_i \cup \bigcup_{k \in C_j} P_k \right)|}{|U|^2}
\]

\[
\leq \sum_{i=1}^{r} \sum_{j=1}^{m} \frac{|d_i \cap P_k| |U - (d_i \cup P_k)|}{|U|^2} = \sum_{i=1}^{r} \sum_{k=1}^{m} \frac{|d_i \cap P_k| |d'_i \cap P_k'|}{|U|^2} = E(D; P)
\]

\[ \square \]

Example 1 Reverse relation of Proposition 7 cannot be established in general.

Let $U = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\}$. Assume that

\[ P = \{\{1, 5\}, \{2, 3, 4, 6, 7\}, \{8, 9, 10\}\} \]

\[ Q = \{\{1, 3, 4\}, \{2, 5, 6\}, \{7, 8, 9, 10\}\}, \]

and

\[ D = \{\{1, 3, 5, 8, 9\}, \{2, 4, 6, 7\}\}. \]

It is easily computed that

\[ E(D; P) = 0.38, \quad E(D; Q) = 0.34, \]

i.e.

\[ E(D; P) > E(D; Q). \]

However, we have that $P \preceq Q$. 
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Proposition 8 Let $U$ be the universal set, and $K_1 = (U, P)$ and $K_2 = (U, Q)$ be two knowledge bases about $U$. Then $P \preceq Q$ if and only if $E(Q|P) = 0$.

Proof

i) Suppose that $P \preceq Q$. From $P \preceq Q$, it follows that $Q_i \cap P_j = \emptyset$ or $P_j \subseteq Q_i$ for $\forall P_j \in P$ and $\forall Q_i \in Q$. Thus, $|Q_i \cap P_j| |P_j - Q_i| = 0$ for $\forall P_j \in P$ and $\forall Q_i \in Q$. Hence, we have that

$$E(Q|P) = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j| |P_j - Q_i|}{|U|} = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j| |P_j - Q_i|}{|U|} = 0.$$  

ii) Suppose that $E(Q|P) = 0$. We want to prove that $P \preceq Q$. Assume that $P \npreceq Q$. Then there exists a $P_k \in P$ such that

$$P_k \nsubseteq Q_i, \quad \forall Q_i \in Q.$$  

Let $\{Q_i \in Q | Q_i \cap P_k \neq \emptyset \} = \{Q_{i_1}, Q_{i_2}, \ldots, Q_{i_k'}\}$, where $k' > 1$. Then

$$|Q_{i_l} \cap P_k| > 0 \quad \text{and} \quad |P_k - Q_{i_l}| > 0, \quad l = 1, 2, \ldots, k'.$$

Hence

$$E(Q|P) = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j| |P_j - Q_i|}{|U|} = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|Q_i \cap P_j| |P_j - Q_i|}{|U|} > 0.$$  

This yields a contradiction. Therefore, $P \preceq Q$. \qed

Measure of Fuzzy Information of Rough Set and Rough Classification

Let $U$ be the universal set, $F(U)$ the class of all fuzzy sets of $U$, $\mu_A(x)$ the membership function of $A \in F(U)$, $\varphi(U)$ the class of all crisp sets of $U$, $[1/2]_U$ the fuzzy set of $U$ for which $\mu_{[1/2]_U}(x) = 1/2, \forall x \in U$, and $F$ a sub-class of $F(U)$ with (1) $\varphi(U) \subseteq F$, (2) $[1/2]_U \in F$, (3) $A, B \in F \Rightarrow A \cup B \in F$, $A^c \in F$, where $A^c \in F(U)$ is the complement of $A \in F(U)$, i.e. $\mu_{A^c}(x) = 1 - \mu_A(x), \forall x \in U$.

The entropy of a fuzzy set is a measure of fuzziness of the fuzzy set. De Luca and Termini (1972) introduced the axiomatic construction of entropy of fuzzy sets and referred to Shannon’s probability entropy. Liu (1992) systematically gave the axiomatic definitions of entropy, distance measure and similarity measure of fuzzy sets and discuss some basic relations between these measures.

Definition 5 (Liu, 1992) A real function $e : F \rightarrow [0, +\infty)$ is called an entropy on $F$ if $e$ has the following properties:

1. $e(D) = 0, \forall D \in \varphi(U);$
2. $e([1/2]_U) = \max_{A \in F} e(A);$
(3) \( \forall A, B \in F, \) if \( \mu_B(x) \geq \mu_A(x) \) when \( \mu_A(x) \geq 1/2, \) or \( \mu_B(x) \leq \mu_A(x) \) when \( \mu_A(x) \leq 1/2, \) then \( e(A) \geq e(B); \)
(4) \( e(A^c) = e(A), \) \( \forall A \in F. \)

Let \( U = \{x_1, x_2, \ldots, x_n\}, \) and define
\[
E(A) = \sum_{i=1}^{n} \mu_A(x_i)(1 - \mu_A(x_i)), \quad \forall A \in F. \quad (16)
\]

Then \( E \) is an entropy on \( F. \)

In fact, we have the following:

(1) For \( \forall D \in \varphi(U), \) we have \( \mu_D(x) = 1 \) or 0 for \( \forall x \in U. \) Hence, \( E(D) = 0. \)
(2) From \( 0 \leq \mu_A(x) \leq 1, \) it follows that \( \max_{x \in U}(\mu_A(x)(1 - \mu_A(x))) = \mu_{A_0}(x) \times (1 - \mu_{A_0}(x)) = 1/4, \) where \( A_0 \in F \) and \( \mu_{A_0}(x) = 1/2 \) for \( \forall x \in U. \) Hence, \( E(1/2|_U) = \max_{x \in U}E(A). \)
(3) Let \( A, B \in F \) be two arbitrary fuzzy sets. Let \( f(\mu(x)) = \mu(x)(1 - \mu(x)), \) where \( 0 \leq \mu(x) \leq 1, \) and \( x \in U. \)

It can be easily proved that \( f(\mu(x)) \) is strictly increasing on \( \mu(x) \in [0, 1/2]; \) \( f(\mu(x)) \) is strictly decreasing on \( \mu(x) \in [1/2, 1]. \)

Assume that \( \mu_B(x) \geq \mu_A(x) \) when \( \mu_A(x) \geq 1/2 \) or \( \mu_B(x) \leq \mu_A(x) \) when \( \mu_A(x) \leq 1/2. \)
From the property of \( f(\mu(x)), \) it follows that \( f(\mu_A(x)) \leq f(\mu_B(x)). \) Thus, \( \sum_{i=1}^{n}f(\mu_A(x_i)) \leq \sum_{i=1}^{n}f(\mu_B(x_i)), \) i.e., \( E(A) \geq E(B). \)
(4) Let \( A \in F. \) Since \( \mu_A(x) = 1 - \mu_A(x), \) it follows that \( \mu_A(x)(1 - \mu_A(x)) = \mu_A(x) \times (1 - \mu_A(x)). \) Therefore, \( E(A^c) = E(A). \)

Summarizing above, we obtain that \( E \) is an entropy on \( F. \)

We remark that
\[
S(A) = -\sum_{i=1}^{n} \mu_A(x_i) \log_2 \mu_A(x_i), \quad \forall A \in F
\]

is not a fuzzy entropy.

**Definition 6 (Liu, 1992)** Let \( e \) be an entropy on \( F. \) If, for \( \forall A \in F, \)
\[
e(A) = e(A \cap D) + e(A \cap D^c), \quad \forall D \in \varphi(U)
\]
then we call \( e \) a \( \sigma \)-entropy on \( F. \)

**Proposition 9** The entropy \( E \) is a \( \sigma \)-entropy on \( F(U). \)

**Proof** Let \( U = \{x_1, x_2, \ldots, x_n\}. \) For \( \forall A \in F(U) \) and \( \forall D \in \varphi(U), \)
\[
E(A \cap D) + E(A \cap D^c) = \sum_{i=1}^{n} \mu_{A \cap D}(x_i)(1 - \mu_{A \cap D}(x_i)) + \sum_{i=1}^{n} \mu_{A \cap D^c}(x_i)(1 - \mu_{A \cap D^c}(x_i))
\]
\[
= \sum_{i=1}^{n} (\mu_{A \cap D}(x_i) + \mu_{A \cap D^c}(x_i)) - \sum_{i=1}^{n} ((\mu_{A \cap D}(x_i))^2 + (\mu_{A \cap D^c}(x_i))^2)
\]
\[
= \sum_{i=1}^{n} \mu_A(x_i) - \sum_{i=1}^{n} (\mu_A(x_i))^2 = \sum_{i=1}^{n} \mu_A(x_i)(1 - \mu_A(x_i)) = E(A).
\]

Thus, \( E \) is a \( \sigma \)-entropy on \( F(U). \)
Let \( K = (U, R) \) be an approximation space, where \( R \) is an equivalence relation on \( U \) or a partition of \( U \). Let \([x]_R\) denote the equivalence class of the relation \( R \) containing the element \( x \). Then, for any non-null subset \( X \) of \( U \), in terms of equivalence classes, the lower and upper approximations of \( X \) in \( K \) can be expressed, respectively, by

\[
RX = \{ x \in U | [x]_R \subseteq X \}
\]

and

\[
RX = \{ x \in U | [x]_R \cap X \neq \emptyset \}.
\]

For an element \( x \in U \), the degree of rough belongings (Pawlak, 1991) of \( x \) in \( X \) is given by

\[
\mu_X(x) = \frac{|X \cap [x]_R|}{|[x]_R|}
\]

(18)

where \( 0 \leq \mu_X(x) \leq 1 \) represents a vague concept.

This immediately induces a fuzzy set \( F^R_X \) of \( U \) given by \( F^R_X = \{(x, \mu_X(x)) | x \in U \} \). □

**Definition 7** The measure of fuzziness of rough set \( X \) in an approximation space \( K = (U, R) \) is defined by

\[
E(F^R_X) = \sum_{i=1}^{n} \mu_X(x_i)(1 - \mu_X(x_i))
\]

(19)

where \( |U| = n \).

**Proposition 10** The fuzziness of an exact set in an approximation space is 0.

**Proof** Let \( X \) be an exact set in an approximation space \( (U, R) \). Then \( RX = X = RX \), and \( \forall x \in X, \mu_X(x) = (|X \cap [x]_R|)/(|[x]_R|) = (|[x]_R|)/(|[x]_R|) = 1 \). For each \( x \in U - X, [x]_R \cap X = \emptyset \). Hence, for each \( x \in U - X, \mu_X(x) = 0 \). Thus, for each \( x \in U, \mu_X(x) \times (1 - \mu_X(x)) = 0 \), i.e. \( E(F^R_X) = 0 \). □

**Proposition 11** A rough set and its complement have the same fuzziness.

**Proof** Let \( X \) be a rough set in an approximation space \( (U, R) \), and \( X^c \) its complement. For \( \forall x \in U \), we have that

\[
\mu_X(x) + \mu_{X^c}(x) = \frac{|X \cap [x]_R|}{|[x]_R|} + \frac{|X^c \cap [x]_R|}{|[x]_R|} = \frac{|[x]_R|}{|[x]_R|} = 1,
\]

i.e. \( \mu_{X^c}(x) = 1 - \mu_X(x) \). Thus, for \( \forall x \in U \), \( \mu_X(x)(1 - \mu_X(x)) = \mu_{X^c}(x)(1 - \mu_{X^c}(x)) \), i.e. \( E(F^R_X) = E(F^R_{X^c}) \).

Let \( C = \{C_1, C_2, \ldots, C_r\} \) be a classification of \( U \), i.e. \( C \) be a partition of \( U \). \( C_i \) are called class of \( C \). Then

\[
RC = \{ RC_1, RC_2, \ldots, RC_r \}
\]

and

\[
\bar{RC} = \{ \bar{RC}_1, \bar{RC}_2, \ldots, \bar{RC}_r \}
\]

are, respectively, called the lower and upper approximations of \( C \) in \( K \).
For an element $x \in U$, the degree of rough classification of $x$ in $C$ is given by

$$m_\mathcal{C}(x) = \frac{|\mathcal{C}_j \cap [x]|}{|[x]|}, \quad x \in \mathcal{C}_j$$

where $\mu_\mathcal{C}(x)(0 \leq \mu_\mathcal{C}(x) \leq 1)$ represents a vague concept.

This immediately induces a fuzzy set $F_\mathcal{C}$ of $U$ given by

$$F_\mathcal{C} = \{ (x, \mu_\mathcal{C}(x)) | x \in U \}.$$

**Definition 8** The measure of fuzziness of rough classification $\mathcal{C} = \{ \mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_r \}$ in an approximation space $\mathcal{K} = (U, R)$ is defined by

$$E(F_\mathcal{C}) = \sum_{i=1}^n \mu_\mathcal{C}(x_i)(1 - \mu_\mathcal{C}(x_i)).$$

**Proposition 12** The fuzziness of an exact classification in an approximation space is 0.

**Proof** Let $\mathcal{C} = \{ \mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_r \}$ be an exact classification in an approximation space $(U, R)$, i.e. $R\mathcal{C}_i = R\mathcal{C}_j$, $i = 1, 2, \ldots, r$. Then, for $\forall x \in U$, there exists uniquely $\mathcal{C}_j \subseteq \mathcal{C}$ such that $x \in \mathcal{C}_j$, and $\mu_\mathcal{C}(x) = (|\mathcal{C}_j \cap [x]|)/(|[x]|) = (|[x]|)/(|[x]|) = 1$. Therefore, $E(F_\mathcal{C}) = 0$.

**Conclusions**

A new definition of information entropy based on the complement behavior of information gain has been proposed along with its justification in rough set theory. Based on this concept, conditional entropy and mutual information have been introduced. In particular, the new information entropy can measure both uncertainty and fuzziness in rough set theory. Now we are studying information measures in generalized rough set model (Śliwiński and Vanderpooten, 2000) for data mining applications, which will be reported in another paper.
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